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It is my pleasure to introduce the latest issue of the EDHEC Research Insights supplement to IPE, which aims to provide European institutional investors with a consistent risk and performance analysis for equity portfolios across multiple dimensions that incorporate micro attributes.

A number of index providers have launched new forms of alternative indices to try to address some of the challenges faced by traditional weightings based on the market value of debt. A number of ad-hoc alternative weighting schemes have been proposed but these initiatives have no academic grounding, and it is unclear whether the portfolios thus constructed would beat existing benchmarks under any reasonable assumptions. In our article, we provide a broad overview of these initiatives, which can be broadly classified into two different categories – fundamental approaches and diversification approaches. Our main conclusion is that none of these approaches successfully addresses all the key concerns and challenges involved in designing a truly investor-friendly bond benchmark, which suggests that further work is needed in the area of bond benchmarks.

The focus of smart beta strategies has recently shifted to encompass the fixed income asset class. In our article, we examine the respective merits of the ‘top-down’ and ‘bottom-up’ approaches to multi-factor portfolio construction. ‘Top-down’ approaches assemble multi-factor portfolios by combining distinct sleeves for each factor, while the ‘bottom-up’ methods build multi-factor portfolios in a single pass by choosing and/or weighting securities by a composite measure of multi-factor exposures. We find that focusing solely on increasing factor intensity leads to inefficiency in capturing factor premia, as exposure to unrewarded risks more than offsets the benefits of increased factor scores.

We present the results of the first in-depth survey of institutional investors’ perceptions and expectations of industrial infrastructure. It documents the reasons for investing in infrastructure and whether currently available investment products or strategies are helping investors meet these objectives. The findings provide a first step towards integrating infrastructure in long-term investment solutions. Key findings are reported in the following areas: investment beliefs; products and objectives; benchmarking; and ESG (environmental, social and governance).

We ask whether focusing on listed infrastructure investment products? We examine the respective merits of the ‘top-down’ and ‘bottom-up’ approaches to multi-factor portfolio construction. ‘Top-down’ approaches assemble multi-factor portfolios by combining distinct sleeves for each factor, while the ‘bottom-up’ methods build multi-factor portfolios in a single pass by choosing and/or weighting securities by a composite measure of multi-factor exposures. We find that focusing solely on increasing factor intensity leads to inefficiency in capturing factor premia, as exposure to unrewarded risks more than offsets the benefits of increased factor scores.

We present the results of the first in-depth survey of institutional investors’ perceptions and expectations of industrial infrastructure. It documents the reasons for investing in infrastructure and whether currently available investment products or strategies are helping investors meet these objectives. The findings provide a first step towards integrating infrastructure in long-term investment solutions. Key findings are reported in the following areas: investment beliefs; products and objectives; benchmarking; and ESG (environmental, social and governance).
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Attributes should remain attributes

Factor models, supported by equilibrium arguments (Merton [1973]) or arbitrage arguments (Ross [1976]), are not the only key cornerstones of asset pricing theory (APT). In investment practice, multi-factor models have become standard tools for the analysis of the risk and performance of equity portfolios. On the performance side, they allow investors and asset managers to disentangle abnormal return (or alpha) from the return explained by exposure to common rewarded risk factors. On the risk side, factoring in common systematic risk and this decomposition can be applied to both absolute risk (volatility) and relative risk (tracking error with respect to a given benchmark).

In addition to accounting for the impact of common factors, equity portfolio managers are also interested in analysing the role of stock-specific attributes in explaining differences in risk and performance across assets and portfolios. For example, it has been documented that small stocks tend to outperform large stocks (Ranz [1981]) and that value stocks earn higher average returns than growth stocks (Fama and French [1992]). Moreover, stocks that have performed best over the past three to 12 months tend to outperform the past losers over the next three to 12 months (Jegadeesh and Titman [1995]).

A common explanation for these effects, which cannot be explained by Sharpe’s (1964) single-factor capital asset pricing model or CAPM (Fama and French [1993, 2006]), is that the size and the value premia are rewards for exposure to systematic sources of risk that are not captured by the market factor. This is the motivation for the introduction of the size and value factors by Fama and French (1993) as proxies for some unobservable underlying economic factors, perhaps related to a distressed factor. In this process, market capitalisation and the book-to-market ratio are used as criteria to sort stocks and to form long/short portfolios with positive long-term performance. In other words, what is intrinsically an attribute is turned into a factor. A similar approach is also used by Carhart (1997), who introduces a ‘winners minus losers’ factor, also known as the momentum factor.

More recently, investment and profitability factors have been introduced, so as to capture the investment and profitability effects: again Fama and French (2015) turn attributes into factors by sorting stocks on operating profit or the growth on total assets, while Hou, Xue and Zhang (2015) replace the former measure by the return on equity when constructing their profitability factor.

Overall, the standard practice of treating attributes as factors severely, and somewhat artificially, increases the number of factors to consider, especially in the case of discrete attributes. This raises a serious challenge with respect to how to perform a consistent risk and performance analysis for equity portfolios across multiple dimensions that incorporate both macro factors and micro attributes.

We explore a novel approach to address the challenge raised by the standard investment practice of treating attributes as factors, with respect to how to perform a consistent risk and performance analysis for equity portfolios across multiple dimensions that incorporate both macro and micro attributes. This raises a serious challenge with respect to risk factors for explaining notably the cross-section of expected returns.

In what follows, we introduce a formal framework for estimating these so-called fundamental betas, as opposed to historical betas, and we provide evidence of the usefulness of these fundamental betas for (i) parsimoniously embedding the sector dimension in multi-factor portfolio risk and performance analysis, (ii) building equity portfolios with controlled target factor exposure, and also (iii) explaining the cross-section of expected returns.

Fundamental betas as functions of attributes

The traditional approach to measuring the market exposure of a stock or a portfolio is to run a time-series regression of the stock (excess) returns on a market factor over a rolling window. If the joint distribution of stock and market returns were constant over time, the sample beta at date t−1 would be a consistent estimator of the conditional beta on this date, and the variation in rolling-window estimates would be due to sampling errors only. Factor exposures, however, are not constant over time and the key challenge is therefore to estimate the beta for each stock conditional on the information available to date:

\[
R_{it} - R_F = \sum_{j=1}^{n} \beta_{ij} \Phi_{jt} + \epsilon_{it}
\]

where \(R_{it}\) denotes the return on stock i in period [t−1, t] in excess of the risk-free rate, \(R_F\) is the excess return on the market portfolio and \(\Phi_{jt}\) is the information set available at date t−1. The traditional measure of conditional market exposure is the beta estimated over a sample period, but if the distributions of stock and market returns change over time, the sample estimates are not good estimators of the true
conditional moments. By shifting the sample period (rolling-window estimation), one does generate time dependency in the beta, but the 'historical beta' changes relatively slowly due to the overlap between estimation windows. We introduce an alternative estimator for the conditional beta, which we name 'fundamental beta' because it is defined as a function of the stock's characteristics. More specifically, we first consider the following one-factor model for stock returns, in which the alpha and the beta are functions of the three observable attributes that define the Fama-French-Carhart factors: market capitalisation (Cap.), the book-to-market ratio (Bmk.) and past one-year return (Ret.) for the stock i at date t. Hence we have the following relations:

\[ R_{it} = \alpha_i + \beta_i \times R_{mt} + \epsilon_{it} \]

\[ \alpha_i = \theta_{\alpha, Cap} + \theta_{\alpha, Bmk} \times \text{Bmk}_i + \theta_{\alpha, Ret} \times \text{Ret}_i \]

\[ \beta_i = \theta_{\beta, Cap} + \theta_{\beta, Bmk} \times \text{Bmk}_i + \theta_{\beta, Ret} \times \text{Ret}_i \]

For N stocks, the model involves 8N parameters which tie the alphas and betas to the underlying stock characteristics. These parameters are estimated by minimising the sum of squared residuals over all dates and stocks in a procedure known as pooled regression. Because the coefficients are independent from one stock to the other, the pooled regression is actually equivalent to N time-series regressions:

minimise \( \sum \epsilon_{it}^2 \) is equivalent to minimise \( \sum \epsilon_{it}^2 \) for each i

Hence, the coefficients can be estimated separately for each stock, by running a time-series regression. More specifically, we regress each stock's excess return on the market return and the market return crossed with the stock's attributes. For a stock i, the regression equation takes the form:

\[ R_{it} = \alpha_i + \beta_i \times \text{Cap}_i + \theta_{\alpha, Bmk} \times \text{Bmk}_i + \theta_{\alpha, Ret} \times \text{Ret}_i + \epsilon_{it} \]

Prior to the regression, each attribute is transformed into a zero mean and unit standard deviation z-score so as to avoid scale effects. The coefficients of the one-factor model are estimated with a pooled regression of the 500 stocks from the S&P 500 universe. Data is quarterly and spans the period 2002–15. Attributes come from the ERI Scientific Beta US database and are updated quarterly.

The coefficients of the one-factor model are estimated through time-series regressions for each of the 500 stocks from the S&P 500 universe with quarterly stock returns, z-score attributes and market returns from Ken French's library over the period 2002–15. Attributes come from the ERI Scientific Beta US database and are updated quarterly.

1. Distribution of coefficients in the more flexible one-factor model

The coefficients are estimated through time-series regressions for each of the 500 stocks from the S&P 500 universe with quarterly stock returns, z-score attributes and market returns from Ken French's library over the period 2002–15. Attributes come from the ERI Scientific Beta US database and are updated quarterly.

2. Absolute performance decomposition of the EW S&P 500 index on market factor with fundamental alpha and fundamental beta

The coefficients of the one-factor model are estimated with a pooled regression of the 500 stocks from the S&P 500 universe. Data is quarterly and spans the period 2002–15, and market returns are from Ken French's library. Attributes (capitalisation, book-to-market and past one-year return) and sector classification come from the ERI Scientific Beta US database and are updated quarterly.
Targeting market neutrality with fundamental betas

We then compare the fundamental and rolling-window betas as estimators of the conditional beta by constructing market-neutral portfolios based on the two methods. We show that the fundamental method results in more accurate estimates of market exposures, since the portfolios constructed in this way achieve better ex-post market neutrality compared to those in which the beta was estimated by running rolling-window regressions, which tend to smooth variations over time thereby slowing down the diffusion of new information in the beta. In contrast, the fundamental beta is an explicit function of the most recent values of the stock’s characteristics, and as such is more forward-looking in nature.

In order to achieve more robustness in the results, we do not consider the comparison for a single universe, but we repeat it for 1,000 random universes of 30 stocks picked among the 218 that remained in the S&P 500 universe between 2002 and 2015. Hence we have 1,000 random baskets of 30 stocks, and, for each basket, we compute the two market-neutral portfolios.

Figure 3 shows that portfolios based on fundamental beta achieve a better market neutrality (corresponding to a target beta equal to 1) than those based on time-varying historical beta, with an in-sample beta of 0.925 versus 0.869 on average across the 1,000 universes. We observe the same phenomenon in terms of correlation with an average market correlation of 0.914 for portfolios based on fundamental betas, versus 0.862 for the portfolios based on historical time-varying beta.

At each date, we also compute the 1,000 absolute differences between the five-year rolling-window beta and the target of 1, and the results are reported in figure 4. The historical method exhibits the largest deviation levels with respect to the target, with a number of dates (such as March 1996, December 2005 or March 2007) where the relative error exceeds 60%! In comparison, the fundamental method leads to much lower extreme differences between target and realised factor exposures, thus suggesting that this methodology allows for the error in the estimation of the conditional betas to be reduced versus what can be achieved with the classical rolling-window approach.

Fundamental betas and the cross-section of expected returns

The main goal of an asset pricing model is to explain the differences in expected returns across assets through the differences in their exposures to a set of pricing factors. It is well known that the standard CAPM largely misses this goal, given its inability to explain effects such as size, value and momentum. We investigate whether the fundamental CAPM is more successful from this perspective. To this end, we conduct formal asset pricing tests by using Fama and MacBeth method (1973). There are two statistics of interest in the output of these tests. The first one is the average alpha of the test portfolios, which measures the fraction of the expected return that is not explained by the model. The second set of indicators is the set of factor premia estimates, which should have plausible values.

More specifically, we test two versions of the conditional CAPM based on fundamental betas, with constant market premium is substantially more effective than the standard static CAPM for explaining differences in expected returns, with an average alpha that is dramatically reduced from 5.04% down to 1.60%. Remarkably, this model performs as well as the less parsimonious Fama-French-Carhart four-factor model.

The results reported in the exhibit also suggest that accounting for the covariance term between the conditional beta and the conditional market premium further improves the ability of the fundamental CAPM to explain the returns of portfolios sorted on size, book-to-market or short-term past returns with respect to the case where the premium is constant. Furthermore, the average alpha obtained with this model is almost half the value obtained with Fama-French-Carhart model, suggesting that a conditional CAPM based on fundamental betas
and a time-varying risk premium can capture the size, value and momentum effects better than the Fama-French-Carhart model, and this without the help of additional ad-hoc factors.

**Parsimonious and forward-looking risk indicators for equity portfolios** Multi-factor models are standard tools for analysing the performance and the risk of equity portfolios. In the standard Fama-French-Carhart model, size, value and momentum factors are constructed by first sorting stocks on an attribute (market capitalisation, the book-to-market ratio or past short-term return), then by taking the difference of returns of the long and short portfolio (the long leg). While these models are substantially more successful than the standard CAPM at explaining cross-sectional differences in expected returns, the empirical link between certain characteristics and average returns can always be accounted for by introducing new ad-hoc factors in an asset pricing model. In the end, numerous patterns have been identified in stock returns, thus raising concerns about a potential inflation in the number of long/short factors and their overlap.

Our analysis suggests another meaningful approach for explaining the cross-section of expected returns, which consists in treating attributes of stocks as instrumental variables to estimate the exposure with respect to a parsimonious set of factors. As an illustration, we have focused on the conditional CAPM one-factor model, and we estimate a time-varying beta that is explicitly given by a linear function of the very same characteristics that define the three Fama-French-Carhart factors. We show that a conditional CAPM based on this fundamental beta can capture the size, value and momentum effects as well as the Fama-French-Carhart model, but without the help of additional factors. The pricing errors are further reduced by introducing a time-varying market premium, which introduces the cyclical covariation between fundamental betas and the market risk premium as a driver of expected returns. The fundamental beta also provides an alternative measure for the true unknown value of the conditional beta. This estimate is a function of observable variables and is not subject to the artificial smoothing effect that impacts betas estimated by a rolling-window regression analysis. Since the fundamental beta immediately responds to changes in the value of a stock’s attributes, they can be used to more effectively assess the potential for a change in the portfolio composition on the factor exposure. We illustrate these benefits by constructing market- neutral portfolios based on the fundamental and rolling-window methods, and we show that the former approach achieves better out-of-sample neutrality. Interestingly, this approach can be extended in a straightforward manner from a single-factor model to a multi-factor model, thus allowing exposure to a variety of underlying systematic macro factors to depend upon the micro characteristics of the firm.

**The research from which this article was drawn was produced as part of the CACEIS New Frontiers in Risk Assessment and Performance Reporting research chair at EDHEC-Risk Institute.**
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**New frontiers in smart beta investing: benefits and limits of traditional and alternative bond benchmarks**

**Lionel Martellini, Professor of Finance, EDHEC Business School, Director, EDHEC-Risk Institute**

**Existing bond benchmarks as ill-diversified bundles of unstable factor exposures**

Over recent years, a number of concerns have been expressed about the (ir)relevance of existing forms of corporate and sovereign bond indices offered by index providers (Reilly and Wright [2006]).

One of the major problems with bond indices which simply weight the debt issues by their market value is the so-called “burns’ problem” (Siegel [2001]). Given the large share of the total debt market accounted for by issuers with large amounts of outstanding debt, market-value-weighted corporate bond indices will have a tendency to overweight bonds with large amounts of outstanding debt. It is often argued that such indices will thus give too much weight to riskier assets. While it is debatable whether debt-weighting really leads to the most risky securities being over-weighted2, it is clear that market-value debt-weighted indices lead to concentrated portfolios that are in opposition with investors’ needs for efficient risk premia2.

1 A number of index providers have launched new forms of alternative indices to try to address some of the challenges with traditional weighting schemes based on the market value of debt.

2 A higher weight for an issuer with a high market value of debt does not necessarily mean that the index is over-weighting issuers with a high face value of debt. An issuer with a high amount of par value debt outstanding will only get a high weight if the market value is relatively close to par value which implies that the index is not perceived to be very risky. It is therefore not clear why the market-value-weighted index should become riskier. In addition, loading onto riskier issuers should not be a problem if this risk is rewarded by higher expected returns.

---
harvesting, which involves holding well-diversified portfolios. In a nutshell, a good case can be made that existing bond indices tend to be poorly diversified portfolios, regardless of whether or not the weighting applies the wrong constituents. A similar problem has been documented for equity indices – see for example Amenc, Goltz and Le Sourd (2006).

In addition to the problem of concentration, fluctuations in risks’ exposure (such as duration or credit risk in existing indices) are another source of concern – see Campani and Goltz (2011) for more detail. Such uncontrolled time variation in risk exposures is incompati-
ble with the requirements of investors that these risk exposures be relatively stable so that allocation decisions are not compromised by implicit choices made by an unstable index. For example, an asset-liability mismatch would be generated by changes in the duration of the bond index if the latter is used as a benchmark for a pension fund bond portfolio.

More generally, it appears that existing bond indices can be regarded as more ‘issuer-friendly’ than ‘investor-friendly’ in the sense that these bond indices passively reflect the collective deci-
sions of issuers regarding the maturity and size of bond issues, with no control over risk factor exposures associated with such choices nor over the extent that investors should deserve from holding a well-diversified portfolio of such factor exposures.

Alternative bond benchmarks as partial and ad-hoc answers to otherwise well-identified questions

Recently, a number of index providers have launched new forms of alternative indices to try to address some of the challenges with tradi-
tional weighting schemes based on the market value of debt. A number of ad-hoc alternative weighting schemes have been proposed but these initiatives have no academic grounding, and it is unclear whether the portfolios thus constructed would be optimal benchmarks under any reasonable assumptions.

In what follows, we provide a broad over-
view of these initiatives, which can be broadly classified in two different categories – fund-
damental approaches (Arnott et al (2010)) and diversification approaches (Deguest et al (2013)).° Our main conclusion is that none of these approaches successfully address all key concerns and challenges, and in designing a truly investor-friendly bond benchmark, which suggests that further work is needed in the area of bond benchmarks.

Fundamental approaches to bond indices address neither concentration risks nor factor exposure risks

Fundamental indexing in the bond market is a distinct transfer of methodologies originally
developed for equities. Promoters of funda-
mentally-weighted corporate bond indices include Research Affiliates, with a partnership frame-
work, and Barclays, with the so-called Issuer
Corporate Bond Index launched in September 2010. Research Affiliates has also developed a
dividend-weighted corporate bond indices developed for equities. Promoters of funda-
tional approaches (Arnott et al (2010)) and diversification approaches (Deguest et al (2013)).° Our main conclusion is that none of these approaches successfully address all key concerns and challenges, and in designing a truly investor-friendly bond benchmark, which suggests that further work is needed in the area of bond benchmarks.
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Fundamental indexing in the bond market is a distinct transfer of methodologies originally
developed for equities. Promoters of funda-
mentally-weighted corporate bond indices include Research Affiliates, with a partnership frame-
work, and Barclays, with the so-called Issuer
Corporate Bond Index launched in September 2010. Research Affiliates has also developed a
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°We do not discuss here the liability-driven approaches such as the Market
Boxx US Pension Liability indices, the Barclays US Treasury/Targeted
Exposure index series, or the Ryan Strips index family, which have a differ-
ent objective, namely hedging/replicating risk factor exposures in investors’
liabilities, as opposed to efficient (also known as smart) harvesting of risk
premia.

been launched by Lombard Odier Investment
Managers (the LOM Sovereign Bond index, launched in December 2010) and BlackRock
the BlackRock Sovereign Risk index, launched in July 2012).

The methodology used by Research Affiliates is explained in Arnott et al (2010). For corporate bond
indices, the authors use the following five factors to assign a score to each corporate bond (inverted
grades and high yield): book value of assets, total dividends, total cash-flow, sales and
face value of the debt issue. First, weights are computed for each corporation, and with respect
to each factor, by using the trailing five-year average of each of the above metrics over the
aggregate five-year average across all corpora-
tions. While it might seem unclear why it would be desirable to use a five-year trailing value as
opposed to the current value for the fundamen-
tals of research about how to form bond portfolios
achieves both stability of factor exposure as
identical risk contribution from all constituents
– such is the focus of inverse duration weighted bond indices for which the weight assigned to
each bond is equal to the inverse of the (modi-
fied) duration of the bond taken as a proxy for
the risk level of the bond. Duration weighting
implies that the overall duration of the index is
equal to the number of constituents; this index
achieves both stability of factor exposure as
well as some form of diversification. Nothing guarantees, however, that this ad-hoc
portfolio construction methodology should lead to a benchmark with attractive risk-adjusted
characteristics.

Risk-based diversification approaches to bond indices may satisfactorily address concentration risk but also do not address factor exposure risks

Given that ad-hoc methodologies are not likely to offer satisfactory solutions to investors’
needs, the question arises as to whether one could use risk models to construct improved bond benchmarks that address diversification, controlling risk exposure, and subject to implementable levels of turnover and liquidity constraints.

The abundance of theoretical and empiri-
cal research on the performance of portfolio
optimisation techniques in the equity universe
stands in sharp contrast to the relative scarcity of research about how to form bond portfolios
with attractive risk characteristics, and an out-of-sample basis. For example, there is no readily available answer in the academic litera-
ture to fundamental questions such as whether an investor in sovereign or corporate bonds
would be better off investing in an equally-weighted combination of available bonds versus
an optimally chosen combination on the basis of careful parameter estimates. The notion that
bonds are often held as part of investors’ hedging portfolios is not a sufficient reason for ignoring the need to generate attractive risk-adjusted performance. After all, as indicated above, there are an infinite number of bond portfolios with a given target duration, and selecting the one with the highest risk/reward ratio should intuitively improve investor welfare. Besides, Treasury and corporate bonds are also natural ingredients within investors’ performance-seeking portfolios, where the focus lies precisely on maximising the risk/reward ratio.

In a series of research papers – Deguest et al (2012) and Deguest et al (2014) – we have attempted to extend the existing literature, which has mostly focused on the equity universe, by providing the first formal out-of-sample comparative analysis of the performance of various bond portfolio optimisation models in the presence of duration constraints. At each rebalancing date, we first impose a no-arbitrage restriction that allows us to decompose all bonds available in a given universe into a sum of fictitious pure discount bonds matching coupon or principal payments and cash amounts. In a second step, we use the transition matrix from pure discount bond prices to coupon-paying bond prices obtained in step one to extract a consistent covariance matrix for non-stationary coupon-paying bond returns from the covariance matrix for stationary constant maturity pure discount bond returns. This procedure ensures the respect of no-arbitrage conditions, as well as the respect of the structure inherent to bond prices (e.g., the convergence of bond return volatility to zero when approaching maturity). In a third step, we robustify the covariance matrix for coupon-paying bond returns obtained in step two using a factor model for the term structure. In the empirical analysis, the factors are extracted from a principal component analysis of the return on coupon-paying bonds, with the first two factors (interpreted as the level and slope of the yield curves) typically explaining an exceedingly large fraction of the bond return variance.

More work is needed for efficient harvesting of risk premia in the fixed-income universe

Using risk parameter estimates obtained as described above, as well as expected return estimates based on the parsimonious prior of a constant reward for the few selected risk factors, we have found that the use of Sharpe ratio maximisation techniques generates an improvement in investors’ welfare compared to the use of ad-hoc bond benchmarks such as equally-weighted (SW) or cap-weighted (CW) portfolios. In addition to maximum Sharpe ratio (MSR) maximisation, we also test different heuristic portfolio optimisation models, including minimum concentration (MC) portfolios (which correspond to the closest approximation of an equally-weighted strategy subject to constraints such as duration or weight constraints), global minimum variance (GMV) portfolios and diversified risk parity (DRP) portfolios, also known as factor risk parity portfolios – see Deguest, Martellini and Meucci (2015).

While the encouraging results we have obtained for both sovereign and corporate bonds suggest that improved bond benchmarks can be constructed with improved characteristics in terms of concentration risks, the lack of liquidity of some bond issues implies that great care should be applied in ex-ante filtering of the investment universe.

Most importantly perhaps, the modern approach to factor investing – Amenc, Goltz and Martellini (2013) – suggests that we should first identify robust and economically motivated sources of risk in fixed-income markets before applying a weighting scheme. In this context, it appears that more work is required both in academia and in the industry to start addressing such challenges in a careful way, before we are able to see the emergence of improved bond benchmarks that will provide adequate answers to investors’ needs. The contribution by Riccardo Rebonato entitled ‘Smart beta strategies in fixed income’ in this supplement (see below) will provide a wealth of useful insights with respect to the benefits and challenges associated with risk premia harvesting in fixed-income markets.
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Smart beta strategies in fixed income

Riccardo Rebonato, Professor of Finance, EDHEC Business School, Member, EDHEC-Risk Institute

In the last decade, the search for priced non-market equity risk factors, and the implementation of smart beta strategies for equities have been a major focus of applied and theoretical research. It is now generally acknowledged that, in the equity space, these strategies permit the construction of more desirable portfolios than naive passive allocations (such as equal or market-capitalisation weighting schemes).

Recently, this focus has been shifted to other asset classes (see, eg, Amness, Moskowitz and Pedersen [2012]) and to fixed income in particular. Given the huge size of the fixed-income market, the natural question is whether smart beta strategies will prove effective for this asset class.

In this article:

- we put the search for factors and beta strategies in the context of asset pricing, and we show that compensation for non-market factors is not just allowed, but actually required, by financial theory;
- we explain the different, and complementary, questions answered by time-series and cross-sectional analyses of risk premia;
- we focus on fixed-income instruments, and present the time-series and cross-sectional formulations for the search of priced risk factors;
- we explain the unique challenges encountered in identifying priced risk factors in fixed-income products and present the main findings obtained to date.

1 According to the BIS, the size of the global debt market is approximately $22trn (as reported in the Financial Times, 10 November 2016, page 18, Lex).
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Information based on historical simulation. Information containing any historical information, data or analysis should not be taken as an indication or guarantee of any future performance, analysis, forecast or prediction. Past performance does not guarantee future results.
As a corollary to this result, it followed that (barring leverage) increasing exposure to the market factor was the only way for an investor to increase excess return.

The CAPM has faced both theoretically, and indeed among practitioners, more skepticism than empirically. Indeed, statistical tests have robustly and convincingly rejected the validity of the CAPM model. This rejection did not imply, however, that the market factor played no role in explaining excess returns. Rather, the empirical studies revealed the untenable claim that the market factor was the only factor, and suggested that additional, non-market, factors, could have significant explanatory power. The market risk factor had to be complemented by other explanatory variables, these empirical studies said, not tout court jettisoned. These empirical studies were silent, however, as to the nature of the actual empirical factors.

Is it reasonable to accept the existence of non-market factors? It certainly is, both normatively and descriptively. A positive risk premium reflects the compensation for the fact that a security is exposed to risks not present in the world when investors are doing well (high-consumption states), and to have poor payouts when investors feel poor (low-consumption states). Now, the CAPM implicitly assumes, among other things, that investors only draw income from their nominal assets; productivity shocks are known to be related to stock returns. Thus, it follows that there are indeed some non-market factors, even if they are not explicitly measured.

In principle, every source of consumption risk can therefore command a compensation for bearing that risk, and hence a risk premium. This line of thought led to extensions of the CAPM model in which several consumption-affecting factors were allowed to influence the expected returns of stocks. This, in turn, motivated, or at least provided the theoretical justification for, the empirical search of non-market factors.

In parallel, studies in behavioural finance and in parallel, studies in behavioural finance and in the practice of institutional investors, started to question the empirical validity of the CAPM. The CAPM assumed that investors were perfectly rational, and that the market was a perfect market. However, the empirical evidence suggested that investors were not always acting rationally. The assumption that investors were acting rationally was challenged by several empirical studies.

For the present discussion the important point is that both these sources of ‘imperfection’ (‘irrationalities’ and ‘frictions’) could in their turn impose on the functioning of the financial system. The ‘frictions’ that taxes, laws, and regulations impose on the market factors.

If we take equation (1) purely as a statistical regression, there are no constraints on the intercepts. As we discussed, the CAPM makes the strong statement that all the intercepts, $\alpha_i$, should be statistically indistinguishable from zero, and (that the residual should be uncorrelated with the market factor).

If one empirically finds, as one does, that some intercepts are statistically different from zero, then finding ‘factors’ can be described as the identification of non-market-return variables, $\chi_i$, such that

$$ r_i - r_f = \alpha_i + \beta_i (r_m - r_f) + \epsilon_i $$

(1)

We will take equation (1) purely as a statistical regression and ignore the constraints on the intercepts. In the case of the intercepts, all the intercepts should be statistically indistinguishable from zero, and (that the residual should be uncorrelated with the market factor). Therefore, the CAPM becomes

$$ r_i - r_f = \alpha_i + \beta_i (r_m - r_f) $$

(2)

In the wake of these findings, an immense literature blossomed on the search for additional explanatory variables of excess returns. Regression studies which directly used macroeconomic variables as factors were met with limited success. Given the difficulty to quantify macroeconomic variables (think, for instance, of creating a time series of productivity shocks), the practices therefore became common first to use well-identifiable traded proxies, and then to use an array of market-observable variables that were posited to have some link to consumption risk story.

In the case of these findings, an immense literature blossomed on the search for additional explanatory variables of excess returns. Regression studies which directly used macroeconomic variables as factors were met with limited success. Given the difficulty to quantify macroeconomic variables (think, for instance, of creating a time series of productivity shocks), the practices therefore became common first to use well-identifiable traded proxies, and then to use an array of market-observable variables that were posited to have some link to consumption risk story.

The degree of theoretical rigour and statistical robustness of these studies varied greatly. So, alongside the factors that traditional asset pricing theory would readily understand, a richly populated menu of more opaque ‘anomalies’ was born. Admittedly, it did not always prove easy – albeit not beyond the ken of an ingenious financial economist – to ‘map’ these empirically determined factors to the securities of consumption risk that would justify calling them ‘factors’.

After the initial research dust settled, the academic and practitioner consensus in equities finally coalesced around the proposition that a small number of robust factors (from which the small-minus-big was often dropped and to which the momentum frequently added) could be identified.

When a statistically sound and economically principled approach to factor pricing has been employed, the implications of these findings for asset management have been profound. As new, robust (and sometimes economically interpretable) factors were identified, portfolio weighting schemes other than the market factor were soon created in the equities arena that would tilt the portfolio composition towards the non-market rewarded factors.

The degree and nature of the weight tilt would be determined in such a way as to exploit diversification in order to obtain what the CAPM had claimed to be unattainable: a higher-than-CAPM return for the same risk; or a lower-than-CAPM risk for the same return. Since in the old CAPM world the only way to gain extra unleveraged return was to increase the exposure to the market beta, the new, CAPM-beating portfolio weighting schemes became known as ‘smart beta’ strategies. Their success in the equity space has been widely documented, and it is now an established, text-book ‘fact’ of asset pricing. See, eg, Ang (2014).

Smart beta: from time-series to cross-sectional analysis for fixed income

Until very recently, the search for risk premia and excess returns had a very different complexion in the fixed-income arena. Most of the studies were focussed on (mainly US-issued) Treasury bonds, for which good quality data has been available for decades. However, the high degree of correlation amongst Treasuries (it is well known that two principal components explain over 95% of the observed price variations) makes the identification of cross-sectional differences less promising than for equities. Time series analysis of excess returns has therefore been pre-facto driven by government bond yields, and the associated research programme that until very recently was their staple diet of risk-premium research in fixed income can be summarised as follows.

Given a set of state variables, $x_t$, that describe the market factor(s) of interest, one could use the following formulation to identify the search for time- (state-) dependent risk premia:

$$ \lambda_t = \lambda_t (x_t, x_{t-1}, \ldots, x_0) $$

(4)

where $\lambda_t$ is the market factor of time $t$, and $\lambda_t$ is the state variable of time $t$. The search for time- (state-) dependent risk premia boils down to

$$ E[P_t | x_t] = r_t + \frac{\beta_t}{\sigma_t} $$

(5)

where $E[P_t | x_t]$ is the expected return on the portfolio of time $t$, $r_t$ is the risk-free rate, and $\beta_t$ and $\sigma_t$ are the portfolio's beta and standard deviation.

The advantage of this approach is that it allows one to control for the market factor, as well as other factors that may influence returns. This is particularly useful in the fixed-income arena, where the bond market is subject to a variety of factors, including interest rates, inflation, and credit risk.

The disadvantage of this approach is that it requires a large amount of data and statistical modeling. However, with the availability of high-quality data and the development of advanced statistical techniques, the approach is becoming increasingly popular.
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From the second principal component). Of course, the dependence of the market price of risk on the state variables introduces time dependence to the risk premium.

Until the mid-2000s cutting-edge research in Treasury risk premia was (and still is) focused on the identification of return-predicting factors more efficient than the slope. See, eg, Cochrane and Piazzesi (2005), Casillas and Povilas (2010a, 2010b), and the references therein.

Time series and cross-sectional studies are both valuable, but answer different questions. When the state and time dependence of the risk premia for a given asset class is investigated via a time-series analysis and the identification of a return-predicting factor, the question being answered is whether 'today' is a good or bad time to invest (be 'overweight') in the asset class as a whole. When the cross-sectional differences within a given asset class are explored, the question being answered is to which securities within the asset class one should give more weight, given that an investment in that asset class 'has to' be made.

In the fixed-income area, time-series analysis has typically resulted in the decision of whether to construct a portfolio with longer or shorter duration than the benchmark. A cross-sectional analysis has typically been approached via cheap/dear analysis using empirical (Nelson-Siegel [1987]) or structural (see, eg, Kim-Wright [2005], or Adrian, Crump and Moench [2014, 2015]) models. In the fixed-income area, this type of analysis has usually been 'tactical' in nature, and has typically given rise to the construction of duration-neutral relative-value portfolios.

This state of affairs is rapidly changing. In the past few years practitioners and academics have begun to look at fixed-income products from a smart-beta (cross-sectional) perspective. Given the size of the international government and corporate debt outstanding, the lateness of this development is at first blush surprising. This lateness can be partly accounted for by the relative poverty of the data quality for large sections of the fixed-income universe. Another, and arguably more compelling, explanation is the sheer complexity of the fixed-income lay of the land, some salient aspects of which are shown in figure 1 (which only looks at developed markets).

As the figure shows, under the capacious tent of the ‘fixed-income’ denomination one gathers

- truly riskless government debt;
- 'somewhat'-to-extremely credit-risky government debt;
- corporate debt that ranges in creditworthiness from better than most government instruments to junk;
- real and nominal bonds (which come in government and corporate flavour);
- funded and unfunded (ie, cash versus swap) instruments;
- corporates for which public data are available

(1) If one looks at a risky debt from an option-theoretical perspective (as put on the value of the assets), one would expect volatility, the interest rate level and the degree of in-the-moneyness to affect the value of the default option. These were the ‘fundamental’ quantities.

I. The fixed income landscape for developed markets (DM)

As the figure shows, under the capacious tent of the ‘fixed-income’ denomination one gathers

- clearly riskless government debt;
- ‘somewhat’-to-‘very credit-risky government debt;
- corporates for which there are high-quality public data available

and for which accountancy-related characteristics can be extracted) and corporate for which this is not possible.

Securitised products have been excluded from this classification.

Not surprisingly, empirical studies so far have focused on (often rather limited) subsec‐

tions of the investment universe. We briefly review in the next section some of the more salient findings.

Empirical findings to date

Looking at the results with a broad brush, one can say the following.

For corporate bonds, it is easy to explain yield changes, but difficult to explain spread changes. When the attempt has been made to find explanatory variables to account for spread changes (see, eg, Collins-Dufresne, Goldstein and Martin [2001]), both the theoretically-motivated variables and the ad-hoc factors have been shown to have a limited explanatory power, with R² ranging from 19% to 25%.

It was also found that the first principal component of the residuals could explain a very large proportion of the observed variability. "Therefore firm-specific factors are unlikely to account for the residuals; there is likely to be an important systematic factor that can account for the bulk of changes in credit spreads (as opposed to in yields), but we still don’t really know what it is." One could, of course, take the first principal component of the residuals as the ‘factor’, but this would not allow any meaningful economic interpretation, and there would be no guarantee of the stability of this factor.

Howling and van Zundert (2014) find empirical evidence that ‘the size, low-risk and momentum factors have economically meaningful and statistically significant risk-adjusted returns in the corporate bond market’. They find that their factors can be combined to form a more attractive (better Sharpe ratio) overall portfolio, and that the results are robust when transaction costs are included, when the factor proxies are defined somewhat differently, and when the portfolios are built in different but reasonable ways.

The low-risk factor is echoed in the work by de Carvalho et al (2014), who find that low-volatility bonds have better Sharpe ratios than high-volatility bonds. However, the Sharpe ratio associated with some of these low-volatility portfolios may well be high, but the leverage required to make the bond a low-volatility bond will typically vary, so, expected returns from equities can be as high as 50 or 60. (This, by the way, may well be an explanation of why the ‘anomaly’ is there in the first place).

If one looks at a risky debt from an option-theoretical perspective (as put on the value of the assets), one would expect volatility, the interest rate level and the degree of in-the-moneyness to affect the value of the default option. These were the ‘fundamental’ quantities.

Liquidity affects different issuers to very different extents, and is poorly correlated with creditworthiness: Italy, for instance, has a similar credit spread (to Bunds) as Spain, but the issuance size, and hence the normal-times liquidity, is much larger in BTI’s than in Bonos. Much work needs to be done in this area, which is one of the least explored (probably because of the difficulty in constructing ‘non-tautological’ proxies).

Liquidity affects different issuers to very different extents, and is poorly correlated with creditworthiness: Italy, for instance, has a similar credit spread (to Bunds) as Spain, but the issuance size, and hence the normal-times liquidity, is much larger in BTI’s than in Bonos. Much work needs to be done in this area, which is one of the least explored (probably because of the difficulty in constructing ‘non-tautological’ proxies).

Momentum has been observed in fixed income as well, but the choice of the trailing window is delicate and the optimal choice for the length of the momentum ‘run’ is not universal. Short-term mean reversals have been observed to compete with momentum, complicating the analysis.

Value has been found difficult to define in the case of bonds. For issuers for which reliable yield curves can be built (mainly government bonds, bonds issued by semi-government agencies, and a handful of corporates) cheap/dear analysis has been successfully undertaken by market practitioners for a long time, but few, if any, systematic studies have appeared in the literature. Anness, Moskowitz and Pedersen (2012) provide a (not obviously intuitive) proxy for value, and find that high ‘value’ bonds tend to perform better than low ‘value’ ones.

It must be stressed that evidence of value and momentum factors has been found across a number of asset classes (stocks, Treasuries, corporate bonds, currencies, commodities). This suggests that ad hoc explanations are unlikely to be valid: ‘The strong correlation structure among value and momentum strategies across such diverse asset classes is difficult to reconcile under existing behavioural theories, while the high Sharpe ratios of a global [...] diversified
portfolio presents an even more daunting hurdle for rational-risk-based models” (Asness, Moskowitz and Pedersen [2013]).

Finally, the ‘fallen angels’ effect (which is a classic example of a ‘friction’ generated by a regulatory-like constraint) seems to still be present, although downgrade-tolerant strategies are becoming increasingly widespread.

Conclusions

In this note, we have put in context the recent cross-sectional studies of excess returns in the fixed-income space. We have highlighted both the promises and the difficulties associated with the identification of these fixed-income factors. Many seem to be variants of the factors that have already been identified for equities. As the factor value shows, however, the ‘transliteration’ from one asset class to another often requires careful handling.

A convincing economic interpretation of the factors remains elusive: if anything, having found similar factors at play in the fixed-income market makes their economic justification more, not less, challenging.

Overall, it seems fair to say that ‘fixed-income smart beta’ is an exciting new area of research, where a lot of empirical and theoretical work still needs to be carried out to build a convincing, and practically exploitable, understanding of which factors are ‘really there’, of why they exist in the first place, of how they can be best captured, and of how desirable portfolios can be built.
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Initial margin for non-centrally cleared OTC derivatives: overview, modelling and calibration

Dominic O’Kane, Affiliate Professor of Finance, EDHEC Business School

In a recent report produced as part of the French Banking Federation (FBB) chair on banking regulation and innovation under the aegis of the Louis Bachelier laboratory in collaboration with the Fondation Institut Européen de Finance (IEF) and EDHEC, we provide a detailed overview and analysis of the framework used by large financial institutions to determine initial margin and variation margin payments when trading non-centrally cleared over-the-counter derivatives.

This framework, which came into effect in September 2016, is based on the recommendations of the BCBS/IOSCO Working Group on Margin Requirements. This new framework, which came into effect in September 2016, is based on the recommendations of the BCBS/IOSCO Working Group on Margin Requirements. This new framework for non-centrally cleared OTC derivatives is the main subject of our study. Their purpose is to reduce systemic risk across financial markets.

We summarise our observations on the new regulations in 18 points.

2 The BCBS is the Basel Committee on Banking Supervision and IOSCO is the International Organization of Securities Commissions. The group responsible for the framework is the Working Group on Margin Requirements (WGMR).
3 See ISDA (2014b).

We provide an overview and analysis of the framework used by large financial institutions to determine initial margin and variation margin payments when trading non-centrally cleared over-the-counter derivatives.

This new framework, which came into effect in September 2016, is based on the recommendations of the BCBS/IOSCO Working Group on Margin Requirements.

The new margining regulations for the non-centrally cleared OTC derivatives are the main subject of our study. Their purpose is to reduce systemic risk across financial markets.

We summarise our observations on the new regulation in 18 points.
The EU Law Supplementing Regulation No. 648/2012 on OTC derivatives.

The International Swap and Derivatives Association (ISDA) is a trade association for OTC derivatives and their users.

The use of collateral in OTC derivatives has increasingly become a concern, with the potential for a decrease in market liquidity. The new framework mandates the use of initial margin (IM) for all non-centrally cleared OTC derivatives. Although the concept of IM under the name ‘independent amount’ existed previously under ISDA, its usage was not widespread.

IM is intended to protect the non-defaulting party to a non-centrally cleared OTC trade from a loss incurred when replacing the trades due to market movements after the default of the other party. Both cash and non-cash collateral can be used, although cash is preferred as it is faster to move. VM collateral can be reused, rehypothecated, and small counterparties as most large counterparties already post VM.

IM is a two-way posting of collateral, a change in rules since current market practice has been for one-way (IA). In the event of default, the non-defaulting counterparty keeps enough of the IM collateral posted by the defaulting counterparty to cover any costs involved in replacing its trades. This is the ‘defaulter pays’ principle. It means that the amount of collateral held will exceed the potential loss to the financial system of a single counterparty default.

IM margin collateral, which may be cash or non-cash, must be held in such a way that it would provide the non-defaulting counterparty immediate access. The WGMR defines how this collateral is to be segregated and stipulate that it cannot be rehypothecated or reused, except for strictly defined hedging purposes.

The first approach for calculating IM is the standard schedule approach. This is based on a schedule of ‘add-ons’ – notional weights linked to the type and maturity of each asset. Based on historical prices, we find that the add-on weights are consistent with a 10-day 99th percentile loss. However, the approach is compromised by its treatment of portfolio effects which rely on the net-to-gross ratio (NGR). We examine the NGR and conclude that it does not capture diversification in the netting set. Nor does this approach take into account the moneyness of options. For this reason, we find the standard schedule approach significantly overestimates the IM amount, and is misaligned to the actual risk. We cannot recommend it.

The second WGMR approach to calculating IM is based on the use of an internal model where the IM should be the 99% percentile of the 10-day potential future exposure of the netting set. Although not a coherent risk measure, we do not consider this to be a serious criticism provided the risk-factors are Gaussian-like, which we show is the case for most of the markets covered.

The calibration period for the IM model must be three to five years (this may differ between the EU and US regulations) and must include a period of financial stress. We believe that this may pin the period to include the GFC of 2007–09. This may narrow the scope of calibration parameters and so remove issues of pro-cyclicality that a shorter and changing calibration period could create.

The choice of a 99th percentile embeds an estimate about the size of market movements expected following a counterparty default, and the probability the IM will cover the realised loss. We note that determining the size of the IM is difficult as there is very little empirical data for such events. We describe the events following the Lehman Brothers bankruptcy to give one example.

We find that the WGMR modelling requirement to split the netting set by principal asset type fails to recognise the fact that many OTC derivatives have exposures to different risk types. Hence splitting by principal risk factor can penalise sensible hedging. It could be avoided by calculating the portfolio-wide IM for each risk type and summing the resulting risk type IMs.

Two approaches to calculating the tail risk are possible. One is to assume some joint distribution whose 99th percentile can be calculated analytically. This may restrict the choice of risk factor dynamics. A more commonly used approach is to use either historical or Monte Carlo simulation. A delta-approach may be used to speed up the calculation of IM. However, given the high likelihood of non-linear products, a delta-gamma approach may be required. This may need to be checked on a case-by-case basis.

The variety of products and pay-offs, the lack of a central price discovery venue and the need for valuation models means that disputes are likely. To minimise such occurrences we argue that as much of the model as possible should be developed via a shared industry-wide effort.

ISDA has developed a Standard Initial Margin Model (SIMM) that is very likely to become the market standard. The ISDA SIMM model is based on the Sensitivity Based Approach which has been described by the Bank for International Settlements (BIS), a fact which may assist its regulatory approval. It avoids a Monte Carlo framework, instead applying a set of asset specific risk weights and correlations.

The WGMR does not permit the inclusion of the modelling of both netting set and collateral in the IM calculation. In fact, EU Regulations1 state that the value of the collateral should not have any correlation with the netting set of derivatives. We think that this could restrict flexibility. It would perhaps make sense to incorporate collateral into the IM model as it would permit any correlations (positive or negative) between the two to be recognised.

Differences in the implementation of the law between the US and Europe exist but do not appear to be so different that they would skew the playing field in either direction. The main difference is the exclusion of non-financial entities from the list of covered entities, and options on securities from the covered products in the US framework.

We caveat this report with the comment that some of these regulations may be subject to change and interpretation. Readers must not rely upon this report for regulatory guidance and must consult legal and regulatory professionals.

The research from which this article was drawn was produced as part of the BIS Innovations and Regulations in Investment Banking research chair at EDHEC-Risk Institute.
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4 The International Swap and Derivatives Association (ISDA) is a trade association for OTC derivatives and their users.

5 The EU Law Supplementing Regulation No. 648/2012 on OTC derivatives.
Live is Better

Since 2013, with the Smart Beta 2.0 framework, EDHEC-Risk Institute has created Scientific Beta multi-smart-factor indices that are well diversified and exposed to rewarded factors. These indices have a robust live track record with an annualised outperformance of 2.06% compared to their cap-weighted benchmark.¹

We believe that the academic consensus and concern for robustness that underlie the design of our smart beta indices are always demonstrated, not only in our long-term track records, but also in our live performances.

For more information, please visit www.scientificbeta.com or contact Mélanie Ruiz on +33 493 187 851 or by e-mail to melanie.ruiz@scientificbeta.com

¹ - The average live outperformance across all Scientific Beta developed regions of Scientific Beta Multi-Beta Multi-Strategy (Equal Weight and Equal Risk Contribution) indices is 2.06% and 2.20%. This live analysis is based on daily total returns in the period December 20, 2013 (live date) to December 31, 2016 for the following developed world regions – USA, Eurozone, UK, Developed Europe ex UK, Japan, Developed Asia Pacific ex Japan, Developed ex UK, Developed ex USA and Developed. The benchmark used is a cap-weighted portfolio of all stocks in the respective Scientific Beta universes.

Information containing any historical information, data or analysis should not be taken as an indication or guarantee of any future performance, analysis, forecast or prediction. Past performance does not guarantee future results.
A n important issue with smart beta strategies is that they typically entail higher replication costs than cap-weighted market indices, but the key question is how much higher but whether, after accounting for such costs, there are any benefits in terms of net returns. A reasonable expectation from an investment research has shown that providers should disclose the estimated level of transaction costs generated by their strategies so as to allow for information on net returns. However, providers typically fail to make explicit adjustments for transaction costs and satisfy themselves by reporting gross returns, leaving it to other market participants to figure out what exactly the transaction costs amount to. This article sets out to apply methods for explicit cost measurement and to thus draw conclusions on smart beta strategies.

**Transaction cost estimates**

**Easily accessible transaction cost estimates**

A first important objective of this research is to test methods which provide easy access to direct transaction cost estimates. Transaction cost estimates for smart beta strategies are hard to obtain in practice because in principle an accurate estimation requires intraday high frequency data. One needs to observe trades and quotes within the trading day to come up with cost measures. However, not only is such data difficult to access, it is also difficult to use. The increasing frequency of trading has led to a huge amount of tick by tick price data that requires massive computational power for analysis, with some researchers arguing that the growth of high frequency equity even outpaces the growth of computing power. Moreover, tick data requires matching procedures for prices and quotes so that the quality of databases and the cleaning procedures becomes a prime concern. Moreover, high frequency data only covers relatively short time periods, making it impossible to evaluate long-term track records of smart beta strategies.

Recent research has shown that there are effective ways of estimating transaction cost variables that are only observable at high frequency, based on lower frequency (daily) data. We draw on recent advances in microstructure research to extract measures of transaction costs from daily data, such as the daily range between high and low prices and the closing bid-ask spread. Using daily data allows us to analyse long-term trends and it would be possible if drawing on high frequency data. Moreover, the methods we use are not computationally intensive and they draw on easily available data, making them easily replicable for practitioners who wish to analyse smart beta strategies.

We follow two types of spread estimation methods based on daily data – one based on Corwin and Schultz (2012) who use daily range measures such as high and low prices to estimate daily spreads (hereinafter referred to as the range-based spread estimator), and the other based on Chuang and Zhang (2014) who use daily closing quoted bid and ask prices to estimate daily spreads (hereinafter referred to as the closing spread estimator).

While there is substantial literature suggesting that such measures are highly correlated with high frequency cost measures, our assessment indeed confirms that low frequency measures reliably capture the level of costs. In particular, we show that our measures capture the information content of transaction costs (effective spreads) reported by trading venues in compliance with Rule 605 regulations. They also align well with effective spreads extracted from high frequency trade and quote data (TAQ). Compared to estimates from high frequency data, our cost measures are however somewhat conservative in that they tend to slightly overestimate cost levels. This means that any conclusions about the viability of smart beta strategies in the face of transaction costs will also tend to be on the conservative side.

While we apply our cost estimates to a range of smart beta strategies to draw conclusions about cost levels, it is worth emphasising that our transaction cost measurement approach can easily be applied to testing additional strategies. Using methods such as those in this research could help the industry make cost estimates more readily available given the computational ease and widely accessible data such cost estimates are based on.

**Transaction cost levels across stocks and over time**

Figure 1 shows results for the average spread across all stocks, as well as the average spreads for the largest and smallest stocks in our universe. Large and small stocks are taken as the top and bottom deciles every year by market capitalisation (as of the last trading day of the period). The second major reduction occurred every quarter of a given year are aggregated for the decile selection. The number of unique stocks may thus be greater than 3,000 in a given year. Monthly average spread estimates are then calculated for these spread levels if we compare the period prior to 2001 with the period after 2001.

**Analysing smart beta strategies**

We apply the transaction cost estimates to several smart beta strategies to draw conclusions on their implementability. For our cost estimates, we use the closing spread estimator for the period when data is available, and the range-based estimate for the earlier part of the sample. In such an equal-weighted average across all stocks, stocks with high spreads obviously have a high influence. When looking at the top decile (ie, the 300 largest stocks by market cap), the spread has taken on typical values in the area of 0.5% even during the early periods such as the 1970s. In contrast, the smallest decile stocks had historically reached spread levels exceeding 5%. We also observe spikes in the spread estimates which correspond to a liquidity crisis. In particular, spikes are observed in the period from late 2008 to early 2009 – a period which saw major bank failures and a drying up of liquidity.

It is worth discussing how transaction costs behaved at points when market structure changed. In the US stock market, there are a few notable points when minimum tick sizes declined. The first change occurred in 1997 when the tick size was reduced from 1/16th to 1/32nd and the second major reduction occurred in 2001 when the tick size went from 1/16th to 1/100th (ie, decimalisation). Smaller tick sizes allow for more competitive spreads. We can see that there is indeed a general reduction in spread levels if we compare the period prior to 1997 to the period after 2001.
tion cost levels and strategy implementation challenges are heavily dependent on the stock universe used. While it is common to see broad brush statements about investability hurdles for particular smart beta strategies, our results provide clear evidence that conclusions depend heavily on the universe under consideration. Our results on generic strategies show that cost metrics and investability metrics differ tremendously across universes.

A summary of results is shown in the following exhibit. We assess different universes where we select the largest 250, 500, 1,000 and 3,000 stocks to reflect different investment universes with different levels of liquidity as a starting point for implementing smart beta strategies. We then analyse portfolios drawing on random selections from these universes to assess outcomes for different weighting schemes and universe sizes chosen. To assess generic weighting schemes, we look at market cap weighting as well as two non-cap weighted weighting schemes, namely weighting based on firm fundamentals and equal weighting (Figure 2).

These results underline the dependence of implementability on the universe used as a starting point. For example, for portfolios built from the top 250 stocks by market cap, we obtain days-to-trade measures of 3.56 days for equal-weighted portfolios compared to 2.06 for the cap-weighted portfolios in the same universe. Moreover, the estimate of average annualised transaction costs is 0.13% for the equal-weighted portfolios compared to 0.04% for the cap-weighted portfolios in the same universe. When looking at portfolios formed from the broad universe (the top 3,000 stocks by market cap), we get strikingly different results. The days-to-trade measure reaches more than 100 for equal-weighted portfolios compared to about 10 for cap-weighted portfolios. Estimated transaction costs are 0.38% for equal-weighted portfolios compared to 0.05% for cap-weighted portfolios. Thus an equal-weighting strategy indeed looks extremely challenging to implement for the broad universe, but implementation measures are rather well-behaved for the large cap universe. Given such differences, it makes little sense to make statements about the investability of any given strategy per se without considering the universe it is implemented for.

**Practical implementation rules effectively ease liquidity and cost issues**

Our analysis provides evidence of the usefulness of practical implementation rules. Our results suggest that whether or not smart beta strategies face implementation hurdles depends on the set of implementation rules that have been included in the design. We test available index strategies by comparing them to stylised portfolios that omit the implementation rules applied in practice. Our results suggest that smart beta strategies may indeed appear challenging to implement when abstracting from commonly used implementation rules, but applying these rules leads to different conclusions. For example, we report results (see figure 3 on page 16) for a minimum volatility strategy before applying implementation rules and compare this to the same strategy after such rules have been incorporated. We show that estimated annualised transaction costs change from 0.38% to only 0.18% and investability measures such as days-to-trade go from 3.14 to 2.19 when applying practical investability rules. Perhaps more importantly, amounts traded in any stock relative to its market cap weight decline drastically from a trading multiple of 15 to a multiple of around 1. Applying

### 1. Effective spread estimates: top 3,000 US stock universe

Panel A: Mean monthly estimates for decile 10 (smallest 10%)

Panel B: Mean monthly estimates across all stocks

Panel C: Mean monthly estimates for decile 1 (largest 10%)

The figure shows the mean monthly spread estimates based on two estimators – the Range-Based Spread Estimator and the Closing Quoted Spread Estimator. Reported spreads are mean monthly two-way spread estimates. Our sample universe consists of the 3,000 largest ordinary common stocks in the US in each quarter based on market capitalisation. As the universe is re-sampled every quarter there may be more than 3,000 stocks in a given year. The daily spread estimate of each stock is estimated based on the chosen estimator. Monthly spreads of each stock are calculated as the average of daily spread estimates of those stocks with at least 12 days of daily spread estimates in a given month. The mean monthly spreads of top decile stocks (largest 10% of stocks), bottom decile stocks (smallest 10% of stocks) based on market capitalisation and the mean monthly spreads across all stocks in our sample universe are reported for each type of estimator. Range-based spread estimates are estimated from January 1973–December 2014, and due to limited data availability closing quoted spread estimates are estimated only from January 1993–December 2014. Data source: CRSP.

### 2. Implementation costs of generic alternative weighting schemes (US long-term track records – long term – 42 years)

<table>
<thead>
<tr>
<th>US long term</th>
<th>Number of stocks in the universe</th>
</tr>
</thead>
<tbody>
<tr>
<td>31 Dec 1972–31 Dec 2014</td>
<td>250</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transaction cost</th>
<th>Cap weighted</th>
<th>Equal weighted</th>
<th>Fundamental weighted</th>
<th>Cap weighted</th>
<th>Equal weighted</th>
<th>Fundamental weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days to trade (95 %ile)</td>
<td>2.06</td>
<td>2.39</td>
<td>3.79</td>
<td>9.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cap weighted</td>
<td>0.04%</td>
<td>0.04%</td>
<td>0.04%</td>
<td>0.05%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equal weighted</td>
<td>0.13%</td>
<td>0.14%</td>
<td>0.17%</td>
<td>0.38%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fundamental weighted</td>
<td>0.11%</td>
<td>0.12%</td>
<td>0.13%</td>
<td>0.16%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The time period of analysis is 31 December 1972 to 31 December 2014. All statistics are annualised and daily total returns in US dollars are used for this analysis. From the 3,000 largest stocks in the US universe comprising the 250, 500, 1,000 and 3,000 largest stocks are chosen and from each universe 1,000 random samples of 100 stocks are selected and weighted according the generic weighting scheme chosen. Average statistics across random portfolios are reported below. Data source: CRSP; Compustat.
to the cap-weighted index range from 2.38% to 3.93%. Figure 4 shows five-year rolling window returns, both net and gross returns. For brevity, the graphs show the average return across the three strategies analysed. It is rather clear from inspecting the lines for net and gross returns that transaction costs hardly alter the returns of these strategies. However, it should be noted that such a conclusion cannot hold for smart beta strategies in general, as emphasised in our first two findings. For example, with a less liquid universe or less stringent implementation rules, the same strategies may be burdened by much higher transaction cost levels and implementability issues.

Managing switching costs into smart beta strategies

Another aspect which is important to analyse is the potential cost of switching into smart beta strategies, when investors replace a currently invested portfolio with a new strategy. As a reasonable starting point from which the switch occurs, one can assume a cap-weighted portfolio based on the underlying index universe. It should be noted that investors can manage the cost of switching from cap-weighted indices to smart beta strategies in a straightforward way by stretching out the transition from a cap-weighted portfolio to a smart beta strategy. In figure 5, we address both the transaction costs that occur through rebalancing and those that occur when initially switching from a cap-weighted index to the smart beta strategy. In order to estimate switching costs for a 10-year investment period, we apply trading cost estimates to the trades needed to switch from the cap-weighted index to the smart beta index and compute the corresponding annualised costs assuming that the switch is done for a subsequent investment period of 10 years.

It can be seen that stretching the transition over a period improves the days to trade but the returns remain almost the same. The tracking error between the stretched and non-stretched portfolios also remains quite low although they increase in the stretch period. The cost of transition is very small compared to the cost of rebalancing and the total cost is still low compared to the gross returns even after accounting for the transition costs.

Conclusions

The results of our research provide an important contribution to the analysis of smart beta strategies from a practical perspective. Indeed, the state of affairs in the evaluation of smart beta strategy performance is far from satisfying. On the one hand, strategy providers do not commonly report the transaction cost estimates of their strategies and performance evaluation.
5. Comparison of stretched and non-stretched transition from cap-weighted portfolio to smart beta portfolio (long term – 42 years)

<table>
<thead>
<tr>
<th>US long term</th>
<th>Transition</th>
<th>Efficient minimum volatility</th>
<th>Maximum deconcentration</th>
<th>Multi-beta multi-strategy 4-factor EW</th>
</tr>
</thead>
<tbody>
<tr>
<td>31 Dec 1972–31 Dec 2014</td>
<td>Days to trade (95 %ile)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-stretched</td>
<td>1.72</td>
<td>0.09</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>Stretched 10 days</td>
<td>0.17</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Stretched 20 days</td>
<td>0.08</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Tracking error</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Difference in gross returns</th>
<th>Stretched 10 days</th>
<th>Stretched 20 days</th>
<th>Stretched 10 days</th>
<th>Stretched 20 days</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-stretched</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>Stretched 10 days</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Stretched 20 days</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

Panel B: Cost comparison

| Annualised cost of transition from cap-weighted (assuming 10-year investment period) | 0.02% | 0.02% | 0.03% |
| Annualised cost of rebalancing | 0.18% | 0.15% | 0.17% |
| Total annualised cost | 0.20% | 0.15% | 0.20% |

The time period of analysis is 31 December 1972 to 31 December 2014. The strategies considered for this analysis are the SciBeta USA LTTR Efficient Minimum Volatility index, the SciBeta USA LTTR Maximum Deconcentration index and the SciBeta USA LTTR Multi-Beta Multi-Strategy (4-Factor) EW index. All statistics reported in Panel A are quarterly estimates and are averaged across all quarters. Results of three types of scenarios are estimated and presented – 1) The switch from cap-weighted portfolio to smart beta portfolio happens completely on the day of rebalancing (one-day transition); 2) The switch from cap-weighted portfolio to smart beta portfolio happens equally distributed across 10 days (10-day transition, i.e., assuming only one-tenth of the portfolio switches every day for 10 days); 3) The switch from cap-weighted portfolio to smart beta portfolio happens equally distributed across 20 days (20-day transition, i.e., assuming only one-twentieth of the portfolio switches every day for 20 days). Days to trade (DTT) is reported as a time-series average of the cross-sectional 95th percentile of DTT at each quarterly rebalancing. Tracking error of weighted portfolio to smart beta portfolio happens equally distributed across 20 days (20-day transition, i.e., assuming only one-twentieth of the portfolio switches every day for 20 days); iv) The switch from cap-weighted portfolio to smart beta portfolio (long term – 42 years).
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Measuring volatility pumping benefits in equity markets

Jean-Michel Maeso, Quantitative Research Engineer, EDHEC-Risk Institute; Lionel Martellini, Professor of Finance, EDHEC Business School, Director, EDHEC-Risk Institute, Senior Scientific Advisor, ERI Scientific Beta

It has been argued that portfolio rebalancing, defined as the simple act of resetting portfolio weights back to the original weights, can be a source of additional performance. This additional performance is known as the rebalancing premium, also sometimes referred to as the volatility pumping effect or diversification bonus since volatility and diversification turn out to be key components of the rebalancing premium. The rebalancing premium, intrinsically linked to long-term investing, is typically defined as the difference between the expected growth rate of a rebalancing strategy and the expected growth rate of the corresponding buy-and-hold strategy, where the portfolio growth rate is the compounded geometric mean return of the portfolio, a meaningful measure of performance in a multi-period setting.

Numerical analysis of the rebalancing premium

To set the stage for the analysis of the rebalancing premium, let us consider a universe with $n$ assets assumed to follow a random walk, and compare a fixed-weight portfolio with regular rebalancing and the corresponding buy-and-hold portfolio considering a finite time horizon.

We examine the argument that portfolio rebalancing, defined as the simple act of resetting portfolio weights back to the original weights, can be a source of additional performance.

Using a selection of stocks from the S&P 500 universe, we find an average historical rebalancing premium of almost 90bps (in the absence of transaction costs) for a five-year time horizon.

Our analysis on individual stocks’ characteristics highlights that size, value, momentum and volatility are sorting characteristics which have a significant out-of-sample impact on the rebalancing premium.

The selection of small cap, low book-to-market, past loser and high volatility stocks generates a higher out-of-sample rebalancing premium compared to random portfolios for time horizons from one year to five years.

The growth rate of a portfolio $G(0,T)$ on the period $[0,T]$ is defined as:

$$G(0,T) = \frac{1}{T} \ln \frac{P_T}{P_0}$$

If we now consider a fixed-weight portfolio $P^{FW}$ and a buy-and-hold portfolio $P^{BH}$ based on holding $n$ assets with the same initial weights $(w_1, \ldots, w_n)$, then the rebalancing premium $RP(0:T)$ over the period $[0,T]$ is simply defined by:

$$RP(0:T) = E[G_{P^{BH}}(0,T)] - E[G_{P^{FW}}(0,T)] = \frac{1}{T} \ln \frac{P_T^{BH}}{P_T^{FW}}$$

Following Fernholz (2002) and Gabay and Herlemonot (2007), we assume that the risky asset prices follow a geometric Brownian motion. Under this assumption, we can show that if all the assets have the same constant expected return then the rebalancing premium does not depend on that expected return.

We report in figure 1 the distribution probability for the excess growth rate of the rebalanced portfolio with respect to the corresponding buy-and-hold portfolio, assuming
the following stylised base case setting in 1,000 Monte Carlo simulations:
- The investment universe is composed by \( n = 30 \) risky assets;
- The assets are uncorrelated;
- The expected return of each asset is 10%;
- The volatility of each asset is 20%;
- Initial weights \( w = 1/n \) invested in each asset;
- The rebalancing frequency is one month;
- The time horizon is five years.

The amplitude of the rebalancing premium, computed as the average of the excess growth rates differences in the 1,000 scenarios, is a mere 2 basis points (bps) in the base case. The distribution is negatively skewed (−0.53), the minimum difference in the 1,000 scenarios is −190bps whereas the maximum difference is 125bps. In 45% of the scenarios, the growth rates difference is between 0bps and 60bps.

We report in Figure 1 the rebalancing premium for different values of the risky assets pairwise correlation (from 0% to 80%) and volatility (from 0% to 50%). For a given level of volatility, the rebalancing premium increases as the pairwise correlation decreases (for a constant volatility level of 40%, the rebalancing premium is 7bps if the pairwise correlation is 40% and 17 bps if the pairwise correlation is null).

We also conduct (see Maeso and Martellini [2017] for further details) robustness checks with respect to the number of risky assets, risky asset volatility and pairwise correlation, time horizon and rebalancing frequency, and find that the rebalancing premium cannot reach values higher than 50bps for reasonable parameter values. We also document that the introduction of negative serial correlation in asset returns via a fractional Brownian motion substantially enhances the amplitude of the rebalancing premium.

Empirical analysis of the rebalancing premium

Since this controlled numerical analysis cannot shed insights regarding the actual size of the rebalancing premium that can be harvested in practice, we then provide an empirical analysis of the rebalancing premium in realistic settings. The base universe of our empirical study consists of the 132 stocks extracted from CRSP which have continuously been in the S&P 500 index from November 1985 to December 2015. While this obviously implies the presence of a survivorship bias in equity portfolio performance, there is no reason to assume that it will impact the main comparative results of our analysis. We use a resampling procedure and build one set of 30 randomly selected equally-weighted portfolios and another set with the 30 randomly selected corresponding buy-and-hold portfolios. Then we average the (historical) rebalancing premium for the two sets of 30 random sets of portfolios. More precisely, the rebalancing premium that we use to compare the rebalanced portfolios with the buy-and-hold portfolios is reported in this setting as the average of the rebalancing premium over the 30 random portfolios. This particular procedure mitigates the impact of stock selection biases. We consider the following set of values for the number of stocks in each randomly selected universe: 2, 10, 30, 50 and 132. In the case where we take \( N = 132 \), which is equal to the total size of the universe under analysis, we of course obtain a single portfolio, as opposed to 30 different portfolios.

We make the following assumptions: (i) the initial weight invested in each asset is \( w = 1/N \) and (ii) the rebalancing frequency is one month. Firstly, we focus in Figure 3 on the historical rebalancing premium as a function of time horizon (ranging from one month to 30 years) for different numbers of stocks in the portfolios. For a five-year time horizon and a number \( N = 30 \), the historical rebalancing premium is reasonably close to 85bps. In a different configuration, with a 10-year time horizon and \( N = 50 \) risky assets, the rebalancing premium is 113bps. We assess that the number of stocks considered has almost no influence as long as it exceeds a minimum value around 10. This first perspective shows that the historical rebalancing premium from our S&P 500 base universe is higher than 50bps if the number of stocks \( N \) is higher than or equal to two and time horizon is at least five years. If we take the number of stocks \( N \) higher than or equal to 10, then the historical rebalancing premium is higher than 50bps for time horizons higher than or equal to two years.

1. Distribution of the growth rates difference (bps)

This figure displays the probability distribution of the difference between the growth rate of the rebalanced portfolio and that of the corresponding buy-and-hold portfolio in the numerical base case for an investment universe made of 30 risky assets. The time horizon is five years.

2. Rebalancing premium for an investment universe made up of 30 risky assets (bps)

This figure displays the rebalancing premium (in bps) as a function of the volatility of the risky assets for different values of the pairwise correlation for an investment universe made up of 30 risky assets. The rebalancing frequency is one month and the time horizon is five years.

3. Historical rebalancing premium (bps)

This figure displays the historical rebalancing premium (in bps) as a function of the time horizon (in years) considered for different number of stocks in the portfolios.

---

3 All the other parameters stay unchanged.
4. Historical distribution of the growth rates difference (bps)

Figure 4 shows the distribution of the difference in growth rates for a five-year time horizon and also displays the evolution of that difference over time for the period November 1985–December 2010. Each date on this chart corresponds to a five-year period starting date. The analysis of the five-year realised growth rates difference allows us to have a more precise view on all the five-year historical scenarios and not only their average. The average growth rates difference, ie, the historical five-year rebalancing premium, is 86bps. The growth rates difference achieves the highest value (higher than 100bps) for the starting dates in the period January 1996–January 2000 and August 2004–October 2008, and the lowest value (lower than –50bps) for the starting dates in the period July 2002–March 2004. We note that among the 302 historical five-year scenarios, 36% of them display a growth rates difference higher than 100bps, 61% display a growth rates difference higher than 50bps and 16% display a negative growth rates difference. Overall, these results suggest that the rebalancing premium can be substantial in equity markets.

Rebalancing premium and stocks’ characteristics

The objective of this section is to determine whether the rebalancing premium differs for various groups of stocks. To see this, we test for the empirical relationship between the (out-of-sample) historical rebalancing premium and standard characteristics such as market capitalisation, book-to-market ratio, past performance, volatility and serial correlation. We are also interested in the persistence of the criteria used in the stock selection process since it is only if the characteristic is persistent that investors could benefit from tilting their portfolio towards that particular characteristic in an attempt to increase the rebalancing premium.

We still consider the 132 stocks which were in the S&P 500 over the period November 1985–December 2015 as our base universe and take five possible time horizons: one, two, three, four and five years. We do not consider longer horizons for a persistence criterion.

For a given characteristic (market capitalisation for instance) we build at each initial (end-of-month) date \( t \), two sets (one ‘high’ and one ‘low’) of two portfolios (one equally-weighted and one buy-and-hold).

• The first set of portfolios (‘high’) is made up of the 30 best-performing stocks of the base universe according to the characteristic at the initial time;

• The second set of portfolios (‘low’) is made up of the 30 worst-performing stocks of the base universe according to the characteristic at the initial time.

The investment universe for each portfolio is held constant over the corresponding time-horizon, which allows us to analyse the influence of the characteristic on the volatility pumping effect. We then compute for each characteristic and each time horizon the average rebalancing premium of the ‘high’ and ‘low’ sets. We compare the ‘high’ and ‘low’ sets to a set of portfolios built randomly with 30 stocks of the base universe. This approach allows us to see if the characteristic has an impact on the rebalancing premium.

We assess in figure 5 that market capitalisation, book-to-market ratio, past performance and volatility are sorting characteristics that have a significant impact on the rebalancing premium. Small cap, growth, past loser and high volatility portfolios display respective out-of-sample five-year rebalancing premiums of 138, 107, 131 and 125bps when random portfolios (\( N = 30 \)) display on average a five-year rebalancing premium of 85bps. The five-year rebalancing premium with market capitalisation, book-to-market ratio, volatility, past performance and serial correlation as sorting characteristics

5. Historical rebalancing premium (bps) with market capitalisation, book-to-market ratio, volatility, past performance and serial correlation as sorting characteristics

This figure displays, for different characteristics, the historical rebalancing premium (in bps) as a function of the time horizon (in years) when portfolios are sorted by corresponding characteristic of the stocks (blue lines and red lines). The characteristics tested are market capitalisation, book-to-market ratio, volatility, past performance and serial correlation. We also display the rebalancing premium (orange dashed lines) when the \( N = 30 \) stocks are randomly selected from the base S&P 500 universe. The time horizons considered are one, two, three, four and five years.
Not All Value Indices are Equal… Some are Smart

Providers of smart beta indices that are exposed to the Value factor have been arguing for many years that their indices are not outperforming the market because the Value factor is underperforming cap-weighted indices.

While it is true that exposure to the Value factor has not been particularly rewarding over the past ten years, a Smart Factor Index, because it is well diversified, can add genuine value that allows investors to cope with this difficult environment for the factor.

With annual outperformance of 2.67% since the base date compared to MSCI World¹ and annual live outperformance of 1.13% compared to MSCI World Value,² the Scientific Beta Developed Value Diversified Multi-Strategy index is unquestionably a smart opportunity to invest in the Value factor.

For more information, please visit www.scientificbeta.com or contact Mélanie Ruiz on +33 493 187 851 or by e-mail at melanie.ruiz@scientificbeta.com

¹ - The annualised relative return since the base date compared to MSCI World for the Scientific Beta Developed Value Diversified Multi-Strategy index as of December 31, 2016, is 2.67%. Analysis is based on daily total returns in USD from June 21, 2002 to December 31, 2016. The base date is June 21, 2002 for the Scientific Beta Developed Value Diversified Multi-Strategy index. MSCI World is used as the benchmark. All statistics are annualised.

² - The annualised relative return since live date compared to MSCI World Value for the Scientific Beta Developed Value Diversified Multi-Strategy index as of December 31, 2016, is 1.13%. Analysis is based on daily total returns in USD from December 21, 2012 to December 31, 2016. The live date is December 21, 2012 for the Scientific Beta Developed Value Diversified Multi-Strategy index. MSCI World Value is used as the benchmark. All statistics are annualised. MSCI® is a registered trademark of MSCI Inc.

Information containing any historical information, data or analysis should not be taken as an indication or guarantee of any future performance, analysis, forecast or prediction. Past performance does not guarantee future results.
Introducing a multi-beta diversified max factor exposure strategy

Felix Goltz, Head of Applied Research, EDHEC-Risk Institute, Research Director, ERI Scientific Beta

There are two approaches to factor investing. The first approach is a diversification strategy where the main objective is to maximise the index’s diversification power while controlling the factor exposures. This strategy corresponds to Scientific Beta’s existing Multi-Beta Multi-Strategy offering. This control of factor exposure is not synonymous with maximal factor exposure since the primary objective is diversification. The second approach is an efficient strategy to maximise the benefit of the exposure to long-term rewarded factors. In this case, diversification of specific risk is not an objective but a way in which to extract the factor premia efficiently. This strategy is part of our Multi-Beta Multi-Strategy Solutions offering, which aims to meet an investor’s particular objective, which here will be maximisation of the factor exposure.

Geometric mean score

The solution is based on a top-down approach that implements dynamic allocation between smart factor indices. This allocation is guided by a method that aims to maximise the geometric mean score across factors while preserving a certain balance between the factor exposures. The choice of geometric mean maximisation as opposed to arithmetic mean is grounded in the fact that the geometric mean approach will result in more balanced exposures. Maximisation of the arithmetic mean can severely penalise one factor score over another in an attempt to attain a higher average score. The objective of the geometric score approach is to maximise the overall multi-factor score while respecting individual factor constraints, i.e., each factor score is greater than the median score.

Top down score maximisation

The geometric score maximisation method is expected to result in equilibrium in the six factor exposures. However, aggregating the component level geometric scores in this way does not seem to make a lot of sense. A simple example shows this (Figure 1).

A weighting by geometric score would lead to a 100% weight in stock 3 and a portfolio score of 0.01. However, holding 50% in stock 1 and 50% in stock 2 leads to a geometric score at the portfolio level of 0.25 — a much higher score. To avoid these problems of sub-optimality in the use of geometric scores, we propose to integrate them into an optimisation function (maximisation).

However, some practitioners employ ‘bottom-up’ approaches and construct portfolios based on stock level composite scores, such as arithmetic or geometric average of all factor scores. Contrary to this, we maximise geometric average score by allocating to well-diversified high factor exposure indices that we discuss in more detail in the next subsection. Looking at average scores on an index level rather than stock level not only avoids the problem discussed previously, but also avoids security-level noise and results in better diversification compared to ‘bottom-up’ approaches. Amenc et al (2017) provide detailed comparison of these two approaches.

High factor exposure indices

To facilitate this allocation and guarantee a good multi-factor exposure capacity, it is proposed that new multi-factor allocation supports be used, namely single smart factor indices representative of the selected weighting strategies, but that take account of the stocks’ residual exposures. For this reason, high factor exposure (HFE) filtered indices are used as ingredients for allocation. In this ‘top-down’ allocation approach, it is possible to rely on well-diversified building blocks as a starting point.

1. Example of aggregating geometric scores

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Value score</th>
<th>Momentum score</th>
<th>Geometric score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock 1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Stock 2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Stock 3</td>
<td>0.1</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>EW portfolio of stock 1 and stock 2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.25</td>
</tr>
</tbody>
</table>
which is a key difference with ‘bottom-up’ approaches which concentrate in factor champions. Moreover, a ‘top-down’ approach allows for straightforward control of particular factor exposures while concentrated ‘bottom-up’ approaches are unable to control particular factor exposures as they are solely guided by the characteristics of champion stocks. If the stocks with the highest composite score tend to be highly exposed to a given factor (such as value or low volatility) in a particular period, concentrated ‘bottom-up’ approaches will not be balanced across factors. On the other hand, within a ‘top-down’ framework, one can address this issue by employing suitably designed diversification constraints and exposure constraints on individual factors.

The HFE filtered approach aims at taking into consideration the cross section of factor exposures at stock level to reduce strong negative exposure of stocks to the factors that are not targeted in the selection, as discussed in detail in the accompanying article ‘Improving multi-factor exposure without sacrificing diversification and risk control’ (see page 134). The single factor standard indices which are used here are constructed on these HFE selections.

### Allocation methodology

**Ingredients**

The allocation is performed across 25 tilted HFE single strategy indices (mono indices). For each of the following five tilts, the following five weighting schemes are applied:

- **Value**, high momentum, low volatility, high profitability, low investment;
- **Maximum deconcentration**, maximum decorrelation, efficient employing volatility, efficient maximum Sharpe, diversified risk weighted;
- **Mid-cap tilted indices** are not included in the list because the mid-cap tilt, relative to broad cap weighting, is implicitly present in the other factor-tilted indices. This is because the five weighting schemes used on each factor tilt deconcentrate the portfolio relative to cap weighting and in doing so overweight smaller stocks.

**Scoring**

We observe K attributes in the cross section of U stocks. We assign numeric ranks to all the observations, beginning with 1 for the smallest (largest) value for attributes associated with positive (negative) exposures (negative for stocks that have attribute values associated with negative excess returns).

With $w_{i,j}$ the $j$-th attribute of the $i$-th stock, we can conveniently standardise the attribute values by calculating ranks as:

$$r_{i,j} = \text{rank}(w_{i,j}) - 1$$

Further there are N indices composed of these stocks, and for the $j$-th index and the weighted average $k$-th attribute is:

$$c_{j,k} = \frac{1}{N} \sum_{i=1}^{N} w_{i,j} r_{i,j}$$

where $w_{i,j}$ denotes the weight of stock $i$ in index $j$. We can now construct a portfolio which combines the indices and the $k$-th weighted average portfolio attribute as follows (where $w_{i,j}$ denotes the weight of index $j$ in the final portfolio/solution):

$$c_{j,k} = \sum_{i=1}^{n} w_{i,j} r_{i,j}$$

### Optimisation problem

Maximum geometric mean score (Max GMS) optimisation is performed with a constraint on factor scores and deconcentration. All six factor scores are constrained to be greater than the median score (0.50). Norm constraints are applied simultaneously to ensure deconcentration across indices. The effective number of constituents is at least N/3, where N is the total number of constituents. N is 25 when 25 mono indices are used.

$$v = \text{argmax} \left\{ \sum_{j=1}^{5} C_{j,k} \sum_{i=1}^{n} w_{i,j} r_{i,j} \right\}$$

$$C_{j,k} = \frac{1}{0.50} V \cdot \text{[SMBRH, MOM, VOL, PROF, INF]}$$

The constraint on the effective number of constituents corresponds to a typical deconcentration constraint which ensures that the solution to the portfolio optimisation will not result in a portfolio which is very concentrated in few constituent indices. The constraint on each factor exposure ensures that the resulting allocation will not obtain lower than average exposure for any given factor thus avoiding drastic imbalances in exposures across factors. The allocations are rebalanced semi-annually on the third Friday of June and December.

### Performance and risk

So far, we have seen how maximising the geometric mean of scores effect individual factor scores. We now turn to the assessment of the performance, risk and factor exposures of diversified max factor exposure along with portfolios that allocate equal weights to both standard factor-tilted indices and those with the high factor exposure filter, and make comparison with the cap-weighted index. While maximisation of factor scores is done at a cost of diversification, and is expected to incur additional turnover at the same time, we also look at diversification and investability measures in figure 2.

### 2. Performance and risk

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>31 Dec 1975–31 Dec 2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annualised returns</td>
<td>11.12%</td>
<td>14.89%</td>
<td>14.79%</td>
<td>13.98%</td>
</tr>
<tr>
<td>Annualised volatility</td>
<td>17.14%</td>
<td>13.88%</td>
<td>12.91%</td>
<td>15.18%</td>
</tr>
<tr>
<td>Sharpe ratio</td>
<td>0.36</td>
<td>0.72</td>
<td>0.71</td>
<td>0.59</td>
</tr>
<tr>
<td>Maximum drawdown</td>
<td>54.31%</td>
<td>48.27%</td>
<td>48.09%</td>
<td>52.59%</td>
</tr>
<tr>
<td>Annalualised relative returns</td>
<td>–</td>
<td>3.77%</td>
<td>3.67%</td>
<td>2.86%</td>
</tr>
<tr>
<td>Annalualised. tracking error</td>
<td>–</td>
<td>6.39%</td>
<td>5.80%</td>
<td>4.39%</td>
</tr>
<tr>
<td>Information ratio</td>
<td>–</td>
<td>0.59</td>
<td>0.60%</td>
<td>0.66%</td>
</tr>
<tr>
<td>Outperformance probability (3Y)</td>
<td>–</td>
<td>79.81%</td>
<td>81.26%</td>
<td>79.09%</td>
</tr>
<tr>
<td>Extreme relative return (5%-ile)</td>
<td>–</td>
<td>–9.26%</td>
<td>–8.37%</td>
<td>–6.92%</td>
</tr>
<tr>
<td>Extreme tracking error (95%-ile)</td>
<td>–</td>
<td>–12.66%</td>
<td>10.87%</td>
<td>8.33%</td>
</tr>
<tr>
<td>Maximum relative drawdown</td>
<td>41.60%</td>
<td>36.63%</td>
<td>30.24%</td>
<td></td>
</tr>
<tr>
<td>Annualised unexplained</td>
<td>0.00%</td>
<td>1.37%</td>
<td>1.97%</td>
<td>1.38%</td>
</tr>
<tr>
<td>Market beta</td>
<td>1.00</td>
<td>0.97</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td>SMB beta</td>
<td>0.00</td>
<td>0.18</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>HML beta</td>
<td>0.00</td>
<td>0.18</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td>MOM beta</td>
<td>0.00</td>
<td>0.06</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>Low volatility beta</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>High profitability beta</td>
<td>0.00</td>
<td>0.08</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>Low investment beta</td>
<td>0.00</td>
<td>0.13</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>R-squared</td>
<td>100.00%</td>
<td>93.33%</td>
<td>94.29%</td>
<td>95.98%</td>
</tr>
<tr>
<td>Factor intensity</td>
<td>0.00</td>
<td>0.75</td>
<td>0.66</td>
<td>0.51</td>
</tr>
<tr>
<td>Factor imbalance</td>
<td>37.76%</td>
<td>42.15%</td>
<td>4.54</td>
<td>64.04%</td>
</tr>
<tr>
<td>Factor drift</td>
<td>–</td>
<td>0.22</td>
<td>0.21</td>
<td>0.19</td>
</tr>
<tr>
<td>Factor intensity drift</td>
<td>–</td>
<td>30.36%</td>
<td>28.96%</td>
<td>39.19%</td>
</tr>
<tr>
<td>Geometric mean score</td>
<td>0.44</td>
<td>0.59</td>
<td>0.38</td>
<td>0.54</td>
</tr>
<tr>
<td>Annualised one-way turnover</td>
<td>2.42%</td>
<td>36.99%</td>
<td>34.18%</td>
<td>29.56%</td>
</tr>
<tr>
<td>Capacity (billion)</td>
<td>53.28k</td>
<td>126.29k</td>
<td>132.05k</td>
<td>139.09k</td>
</tr>
<tr>
<td>Effective number of stocks</td>
<td>122</td>
<td>153</td>
<td>195</td>
<td>333</td>
</tr>
<tr>
<td>GLR measure</td>
<td>25.76%</td>
<td>20.64%</td>
<td>20.21%</td>
<td>19.41%</td>
</tr>
<tr>
<td>Idiosyncratic risk</td>
<td>–</td>
<td>3.57%</td>
<td>3.31%</td>
<td>3.01%</td>
</tr>
<tr>
<td>Residual Sharpe ratio</td>
<td>0.49</td>
<td>0.58</td>
<td>0.58</td>
<td>0.46</td>
</tr>
<tr>
<td>Volatility reduction compared to multi-factor benchmark</td>
<td>–</td>
<td>–2.73%</td>
<td>–3.24%</td>
<td>–2.62%</td>
</tr>
</tbody>
</table>

The analysis is based on daily total returns in US dollar over the 40-year period from 31 December 1975 to 31 December 2015. All statistics are annualised. Return on secondary US Treasury Bills (Mi) is used as a proxy for the risk-free rate. Maximum relative drawdown is the maximum drawdown of the long/short portfolio. Maximum drawdown is the maximum drawdown of the long/short portfolio. Return is given by the fraction change in the ratio of strategy/index to the benchmark index. Probability of outperformance is the probability of getting positive relative returns if one invests in the strategy for a period of three years at any point during the history of the strategy. Rolling window of length three years and a step size of one week is used. The regressions are based on weekly total returns. The market factor is the excess return series of the cap-weighted index over the risk-free rate. Other factors are constructed from the return series of long/short portfolio formed by equally weighted stocks in the top/bottom third deciles of ranks for each factor criterion.

Figures in bold correspond to p-values of 5% or less. Factor intensity is the sum of all beta except market beta. Factor imbalances (BMES) is the root mean squared error of factor betas with respect to the average beta. Factor drift is the square root of the sum of factor exposure variances excluding the market beta. Factor intensity drift is the standard deviation of factor intensity per unit of factor intensity. The reported turnover and capacity numbers are averaged across 160 quarters. Volatility reduction is measured as the difference between the volatility of the strategy and its multi-factor benchmark, which is a synthetic portfolio, levered to match returns of the respective strategy, and contains an ex-ante similar magnitude of systematic risk. The GLR measure is the ratio of the variance of a portfolio's returns to the weighted average of the variances of the constituents' returns. The residual Sharpe ratio is unexplained return per unit of idiosyncratic variance, which is the standard deviation of residuals from the second factor regression.
In figure 2, if we compare multi-beta multi-strategy diversified high factor exposure (HFE MBMS-EW 6F) and multi-beta multi-strategy diversification (MBMS-EW 6F) allocations it becomes clear that HFE filtering improves the overall outperformance of multi-beta allocations as it removes stocks that are negatively exposed to other factors, which is beneficial from the point of view of long-term performance. The risk-adjusted performance, ie, the Sharpe ratio, also shows improvement as it goes from 0.59 to 0.71 over the 40-year period. The most remarkable improvement, which is also a direct result of HFE filtering, is the improvement in factor drift. Low volatility and high profitability betas increase by a substantial amount, and HML and low investment betas increase moderately. As a result, the factor intensity, which is the sum of the six factor betas, goes from 0.51 to 0.66. Another improvement worth mentioning is that accounting for cross-factor interactions effectively reduces imbalance between factor exposures from 64% to 42%.

The multi-beta multi-strategy diversified max factor exposure allocation aims to further improve the factor exposure compared to the multi-beta multi-strategy diversified high factor exposure (HFE MBMS-EW 6F) allocation. The average geometric mean score of this allocation is 0.59 compared to 0.58 for the multi-beta multi-strategy diversified high factor exposure (HFE MBMS-EW 6F) allocation and 0.44 for the broad cap-weighted index. A gain in factor intensity is also observed, from 0.66 to 0.75. In line with the allocations and scores discussed previously, most of the factor intensity improvement is due to the gains in value and low investment betas. As desired, the factor betas of this allocation are more evenly spread out. However, the benefits from maximising factor exposure do not come without costs. Since the main objective of the allocation is not diversification, we can observe higher idiosyncratic risk and more than 1.5 times higher turnover for the diversified max factor exposure allocation compared to diversified high factor exposure. As expected, concentration also increases since the factor exposure allocation of stocks decreases from 195 to 153.

Another advantage of ‘top-down’ approaches in multi-factor portfolio construction is high stability of both individual factor exposures and factor intensity. These results are consistent across all multi-beta indices. As we can see in figure 2, factor drift, which we compute in a similar way to the style drift measure of Idzorek and Bertsch (2004), and which reflects the total instability of individual factor exposures, is in the order of 0.2. Factor intensity drift is also on average 33% relative to the average intensity across time. The same measures for the portfolios based on the ’bottom-up’ approach are significantly higher, as documented in Ameen et al (2017).

Emphasising a particular factor within diversified max factor exposure approach: the case of value

A key advantage of the top-down approach is that factor exposure objectives can be considered in a straightforward manner. We illustrate this by increasing the lower bound on the value score at a level that is 25% higher than the base case (ie, 0.625 instead of 0.5). As can be observed from figure 2, introducing a target of stronger value exposure effectively allows the value exposure to be increased from 0.18 to 0.22. Unsurprisingly, this leads to slightly higher imbalance between factor exposures, but individual factors, as well as intensity, stays as stable as they were before, as there is no increase in Factor Drift or Factor Intensity Drift. Moreover, investability measures such as turnover and capacity do not change and we are able to retain a high level of diversification.

Conclusion

Achieving high factor exposure may not be a suitable objective for everyone because it goes against diversification and requires higher turnover. A standard multi-beta multi-strategy diversification (MBMS-EW 6F) solution without HFE filtering is naturally more diversified than a multi-beta multi-strategy diversified max factor exposure solution that uses HFE filtered indices. Our approach of maximising the overall factor exposure by allocating across indices which themselves remain well diversified is a way of addressing a strong factor exposure objective in a robust and well diversified manner while avoiding the overconcentration of score weighting approaches, which emphasise stock-level differences which are subject to a lot of noise.
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Improving multi-factor exposure without sacrificing diversification and risk control
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In light of increasing investor interest in multi-factor solutions, product providers have recently been debating the respective merits of ‘top-down’ and ‘bottom-up’ approaches to multi-factor portfolio construction. ‘Top-down’ approaches assemble multi-factor portfolios by combining distinct sleeves for each factor, while the ‘bottom-up’ methods begin with a single pass by choosing and/or weighting securities by a composite measure of multi-factor exposures. In this article, we discuss the results of recent research assessing the merits of both approaches.

‘Top-down’ multi-factor portfolios blend single factor portfolios with a view to drawing on differentiated sources of returns while receiving benefits of increased factor intensity, while considerably reducing extreme relative losses and turnover.

Concentrated bottom-up multi-factor indices that score highly in respect of each factor or on average across the two factors. Proponents of ‘bottom-up’ approaches argue that their higher factor exposure produces additional performance that makes it worthwhile for most investors to forsake the simplicity, transparency and flexibility of ‘top-down’ approaches. However, while studies of ‘bottom-up’ approaches such as the one by Bender and Wang (2016) document increased long-term returns, they typically fail to discuss short-term risks, and implementation issues such as heightened turnover.

More generally, the question of the superiority of the ‘bottom-up’ approach should be addressed from the perspective of the robustness and investability of the performance displayed in-sample. Ultimately, investors are interested not in attractive-looking simulated track records but in true performance that is replicable out-of-sample. For ERI Scientific Beta, one of the keys to this robustness is the support of consensual, non-vested academic research.

It is understandable that computational technics will have a tendency to aim at accounting for stock level exposures to multiple factors with the highest possible precision: it is worth considering insights from finance. Empirical evidence on factor premia overwhelmingly suggests that the relations between factor exposures and expected returns, which have been validated for diversified test portfolios, do not hold with a high level of precision at the individual stock level. This suggests that overexploiting information in factor exposure is not likely to improve performance. In addition, while there is ample evidence that portfolios sorted on a single characteristic are related to robust patterns in expected returns, such patterns may break down when incorporating many different exposures at the same time.

In the end, the ‘bottom-up’ versus ‘top-down’ debate relates to two factor investing approaches. The first, which supports the ‘bottom-up’ approach, is where the objective of maximising factor exposure justifies renouncing all other dimensions of portfolio construction and diversification. The second, which supports the ‘top-down’ approach, considers that the right way to obtain improved risk-adjusted returns associated with factor investing is to reconcile exposure to the rewarded factors relative risks of dilution of the factor exposures linked to the negative interactions between factor indices, with those of diversification, ERI Scientific Beta is proposing an evolution of its smart factor indices offering through the application of a high factor exposure filter. This development is in coherence with the Smart Factor 2.0 approach advocated by EDHEC-Risk Institute since 2012.

Reconciling diversification and factor exposure objectives in a top-down framework

Smart factor indices

The smart beta 2.0 index construction approach (Amenc and Goltz [2013]) distinguishes two steps in the construction of smart beta strategies, where the first step tilts the targeted risks by way of transparent security selection, and the second step diversifies away the undesired and unrewarded risks by applying a diversification weighting scheme. Amenc et al. (2014) use this approach to construct individual smart factor indices tilting towards documented factors, and to assemble ‘top-down’ multi-factor portfolios. A basic smart factor
index is constructed by making a (broad) stock selection on the basis of a single and consensual metric related to the targeted factor (such as the book-to-market ratio for value versus growth selections) and then applying a deconcentration or diversification weighting scheme to the selection. The approach reconciles factor investing with diversification and deals with each in separate steps. Once smart factor indices for different targeted factors have been put together, it is straightforward to implement any multi-factor allocation by blending these indices.

The modularity of the approach allows for dynamic multi-factor allocation through transparent adjustments of single smart factor indices. In addition, controlling the risk of factor exposures. Transparency and tractability of multi-factor allocations also facilitate risk and performance analysis and reporting.

It should be noted that objectives in terms of factor exposure, such as increasing intensity, can also be addressed through allocation decisions across factor indices. A key benefit of the latter approach, which we test in this article, is that it employs well-diversified sub-portfolios to increase factor exposure rather than a ‘bottom-up’ concentration on the basis of noisy stock-level information.

A method to address interaction across factors in a ‘top-down’ index construction framework

Whatever the methodologies used, the ‘bottom-up’ approach is based on the idea of selecting factor champions, i.e., stocks with the highest multi-factor scores.

However, in a long-only context, it might be less important to identify factor champions than to avoid factor losers as the market tends to penalize the losers more than it rewards the winners. Figure 1 provides an overview of the properties of factor champion portfolios versus factor loser portfolios. The results in the table suggest that the absolute value of underperformance for the factor loser portfolios is greater than the outperformance of the factor champion portfolios. Moreover, it appears that the positive factor intensity of factor champions is of lesser magnitude than the negative factor intensity of factor losers, suggesting that removing losers has a more pronounced impact on overall factor intensity. It should also be noted that the poor factor exposure of factor losers is much more stable than the high factor exposure of factor champion stocks, as evidenced by the lower factor intensity drift of the factor loser portfolios.

In order to integrate these insights into index construction, we test an elimination of stocks with the lowest multi-factor scores within each of six single-factor stock selections prior to applying the diversification and weighting schemes. The objective is to obtain smart factor indices with higher factor exposures in multi-factor combinations and we thus term these filtered indices “diversified high factor exposure smart factor indices”.

The multi-factor metric chosen is the arithmetic average of the normalised rank scores for five of the six targeted factors (valuation, momentum, volatility, investment and profitability). The size factor is omitted as any diversification weighting scheme induces a tilt away from the largest capitalisations that is not diluted by blending smart factor indices targeting different factors.

Diversified high factor exposure smart factor indices, in addition to achieving the desired factor tilt by way of the initial selection, will thus also have aggregate exposure to the other rewarded factors that will be higher than that of their unfiltered counterparts. This will mitigate dilution when indices targeting different factors are blended.

Figure 2 presents the construction methodology of smart factor indices using the high factor exposure filter, compared to the methodology of the standard (unfiltered) version.

We now turn to comparing the score-weighted ‘bottom-up’ approaches to ‘top-down’ multi-factor portfolios formed by applying unfiltered and diversified high factor exposure smart factor indices, respectively.

Comparing ‘bottom-up’ and ‘top-down’ approaches

In these comparisons, we benchmark different ‘top-down’ multi-factor strategies against the concentrated ‘bottom-up’ approaches – i.e., the score-weighted approaches applied to quintile-based selections. These bottom-up approaches correspond to portfolios formed with 20% stock selection based on a stock-level multi-factor composite score that is either an arithmetic average or a geometric average of the normalised ranks scores of each individual factor. The smart factor indices used as building blocks in the ‘top-down’ strategies are based on broad selections (half universe) as in Amenc et al (2014).

For the diversified high factor exposure indices, selections are shrunk to 30% of the total number of stocks in the universe. Three ‘top-down’ portfolios are evaluated, the unfiltered multi-beta multi-strategy six-factor index (equal-weighted), its high factor exposure counterpart, and a solution approach that dynamically allocates to individual diversified high factor exposure smart factor indices to maximise the portfolio’s geometric average exposure to the targeted factors – the multi-beta multi-strategy diversified max factor exposure index. The data on these indices are sourced from the ERI Scientific Beta website, where detailed methodologies can also be found. In the context of the ‘top-down’ portfolios reviewed here, factor exposures are thus used primarily to select broad groups of stocks and, in the context of the diversified max factor exposure index, to make allocation decisions across broad groups of stocks.

Long-term performance and risk measures reported in figure 3 show that all strategies deliver pronounced excess returns and improved Sharpe ratios over the cap-weighted index. They also reveal that the ‘top-down’ strategies implemented with the diversified high factor exposure smart factor indices cancel half of the performance differential between the unfiltered ‘top-down’ strategy and the
3. Performance and risk measures

### Performance and Risk Measures

#### MFS 20% stock selection

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Annualised returns</td>
<td>31 Dec 1975–31 Dec 2015</td>
<td>11.12%</td>
<td>15.75%</td>
<td>15.28%</td>
<td>13.98%</td>
<td>13.97%</td>
<td>13.88%</td>
</tr>
<tr>
<td>Volatility</td>
<td>17.04%</td>
<td>13.95%</td>
<td>13.91%</td>
<td>15.18%</td>
<td>14.78%</td>
<td>14.79%</td>
<td>14.88%</td>
</tr>
<tr>
<td>Sharpe ratio</td>
<td>0.36</td>
<td>0.77</td>
<td>0.74</td>
<td>0.59</td>
<td>0.71</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>Maximum drawdown</td>
<td>54.31%</td>
<td>45.48%</td>
<td>45.07%</td>
<td>52.59%</td>
<td>48.69%</td>
<td>48.27%</td>
<td></td>
</tr>
<tr>
<td>Relative return</td>
<td>4.63%</td>
<td>4.16%</td>
<td>2.86%</td>
<td>3.67%</td>
<td>3.77%</td>
<td>3.77%</td>
<td></td>
</tr>
<tr>
<td>Tracking error</td>
<td>8.7%</td>
<td>8.43%</td>
<td>4.39%</td>
<td>5.80%</td>
<td>6.39%</td>
<td>6.39%</td>
<td></td>
</tr>
<tr>
<td>Information ratio</td>
<td>0.53</td>
<td>0.49</td>
<td>0.65</td>
<td>0.63</td>
<td>0.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outperformance probability (3Y)</td>
<td>–</td>
<td>84.32%</td>
<td>79.61%</td>
<td>79.09%</td>
<td>81.26%</td>
<td>79.01%</td>
<td></td>
</tr>
<tr>
<td>Extreme relative returns (5%)</td>
<td>–</td>
<td>–13.30%</td>
<td>–13.38%</td>
<td>–6.92%</td>
<td>–8.37%</td>
<td>–9.26%</td>
<td></td>
</tr>
<tr>
<td>Extreme tracking error (95%)</td>
<td>–</td>
<td>18.06%</td>
<td>16.79%</td>
<td>8.33%</td>
<td>10.87%</td>
<td>12.66%</td>
<td></td>
</tr>
<tr>
<td>Maximum relative drawdown</td>
<td>–</td>
<td>51.66%</td>
<td>55.66%</td>
<td>30.34%</td>
<td>36.84%</td>
<td>41.60%</td>
<td></td>
</tr>
<tr>
<td>Maximum relative loss</td>
<td>–</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.03%</td>
<td>0.07%</td>
<td>0.00%</td>
<td></td>
</tr>
</tbody>
</table>

#### SciBeta ‘top-down’

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Annualised one-way turnover</td>
<td>2.42%</td>
<td>87.99%</td>
<td>67.66%</td>
<td>29.96%</td>
<td>14.93%</td>
<td>14.94%</td>
<td>14.94%</td>
</tr>
<tr>
<td>Capacity</td>
<td>52.28</td>
<td>17.79</td>
<td>7.37</td>
<td>12.91</td>
<td>13.21</td>
<td>12.62</td>
<td></td>
</tr>
<tr>
<td>Effective number of stocks</td>
<td>122</td>
<td>34</td>
<td>54</td>
<td>333</td>
<td>195</td>
<td>153</td>
<td></td>
</tr>
<tr>
<td>GLR measure</td>
<td>25.76%</td>
<td>25.68%</td>
<td>25.12%</td>
<td>19.41%</td>
<td>20.21%</td>
<td>20.64%</td>
<td></td>
</tr>
<tr>
<td>Idiosyncratic risk</td>
<td>5.64%</td>
<td>5.21%</td>
<td>3.08%</td>
<td>3.13%</td>
<td>3.28%</td>
<td>3.28%</td>
<td></td>
</tr>
<tr>
<td>Residual Sharpe ratio</td>
<td>–</td>
<td>0.38</td>
<td>0.28</td>
<td>0.46</td>
<td>0.58</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>Volatility reduced compared to multi-factor benchmark</td>
<td>–</td>
<td>–2.11%</td>
<td>–1.22%</td>
<td>–2.62%</td>
<td>–3.24%</td>
<td>–2.73%</td>
<td></td>
</tr>
</tbody>
</table>

#### Analysis

The results in figure 4 highlight some of the concentration and investability issues of the ‘bottom-up’ approaches. Since stock-level factor scores change over time, weighting schemes that rely on stock-level scores lead to high turnover compared to strategies that do not overemphasise these stock-level characteristics. The more concentrated the portfolio, the higher the impact of score instability on turnover. The effective numbers of stocks of the ‘bottom-up’ approaches are consistent with the application of concentrating weighting schemes to a narrow selection and the high levels of turnover observed are then unsurprising as the individual and composite scores have limited persistence. Unsurprisingly, the ‘top-down’ portfolios have effective numbers of constituents which are consistent with the use of broad stock selections and diversifying weighting schemes at the building block level and the blending of multiple factor sleeves. The same contribute to their lower turnovers. In the case of the indices implementing equal allocation to the risk-factor sleeves, the cancellation of cross-trades across sleeves more than offsets the turnover required to periodically reset the allocation. The average difference between the turnover of the flagship multi-beta multi-strategy diversified high factor exposure index and the two bottom-up strategies is 43.35%.

While the volatility of the ‘bottom-up’ portfolios is close to 20% lower than that of the capitalisation-weighting index of the universe, their GLRs are comparable, which suggests that the lower volatility of these multi-factor approaches is not achieved through better diversification of idiosyncratic risk but instead primarily through concentration in securities that offer lower total volatility (which heightens conditional risk). The high level of the GLR measure is not surprising since the potential for diversification of a selection of securities is inversely related to their correlations – and it is reasonable to expect that factor champions should show higher correlations to one another than average securities – especially since score-weighted methods make no attempt at exploiting this potential. The GLR measures of the ‘top-down’ portfolios are significantly better than those of the ‘bottom-

###窄选取范围下，得分为60%的指数显著地提高了通过‘top-down’的方法所获得的指数的平均值（16.62% vs 17.43%）。

###窄选取范围下，得分为60%的指数显著地提高了通过‘top-down’的方法所获得的指数的平均值（16.62% vs 17.43%）。
5. Factor exposures

<table>
<thead>
<tr>
<th>US long term</th>
<th>MFS 20% stock selection</th>
<th>Scibeta ‘top-down’</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Unexplained</th>
<th>Cap-weighted Arithmetic average</th>
<th>Geometric average</th>
<th>Multi-beta multi-strategy 6F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market</td>
<td>0.00%</td>
<td>2.37%</td>
<td>1.47%</td>
<td>1.38%</td>
</tr>
<tr>
<td>SMB</td>
<td>0.00%</td>
<td>0.18%</td>
<td>0.19%</td>
<td>0.19%</td>
</tr>
<tr>
<td>HML</td>
<td>0.00%</td>
<td>0.27%</td>
<td>0.31%</td>
<td>0.12%</td>
</tr>
<tr>
<td>MOM</td>
<td>0.00%</td>
<td>0.10%</td>
<td>0.10%</td>
<td>0.04%</td>
</tr>
<tr>
<td>LNBL</td>
<td>0.00%</td>
<td>0.20%</td>
<td>0.17%</td>
<td>0.05%</td>
</tr>
<tr>
<td>INV</td>
<td>0.00%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.05%</td>
</tr>
<tr>
<td>PROF</td>
<td>0.00%</td>
<td>0.15%</td>
<td>0.16%</td>
<td>0.05%</td>
</tr>
<tr>
<td>R-square</td>
<td>100.00%</td>
<td>83.06%</td>
<td>86.15%</td>
<td>95.98%</td>
</tr>
<tr>
<td>Factor intensity</td>
<td>0.00%</td>
<td>1.03%</td>
<td>1.08%</td>
<td>0.51%</td>
</tr>
<tr>
<td>Excess return factor intensity</td>
<td>4.58%</td>
<td>3.80%</td>
<td>3.94%</td>
<td>5.61%</td>
</tr>
<tr>
<td>Sharpe ratio of a levered portfolio</td>
<td>–</td>
<td>0.80%</td>
<td>0.74%</td>
<td>0.83%</td>
</tr>
<tr>
<td>Factor intensity drift</td>
<td>–</td>
<td>0.30%</td>
<td>0.42%</td>
<td>0.20%</td>
</tr>
</tbody>
</table>

Based on weekly total returns in US dollars from 31 December 1975 to 31 December 2015. The EDHEC Risk US LTTR cap-weighted index is used as the benchmark. The three-month US Treasury bill rate is used as the proxy for the risk-free rate.

'bottom-up' portfolios, whereas their total volatilities are similar or higher, which suggests better diversification of idiosyncratic risk. The lower levels of standard deviations of residuals and the superior residual Sharpe ratios displayed by the ‘top-down’ approaches are also consistent with high diversification. These improvements in diversification can be expected to lead to improved risk-adjusted performance at a given level of factor intensity. Indeed, such improved diversification should provide efficient harvesting of factor premia, whereas a sole focus on increasing intensity without diversifying unrewarded risks is likely to prove inefficient. The figures in figure 5 on long-term factor exposures confirm that the use of diversified high factor exposure smart factor indices delivers ‘top-down’ multi-factor portfolios that display significantly increased factor exposures; unsurprisingly, the diversified max factor exposure index achieves the highest factor intensity with an increase of close to 50% relative to the unfiltered multi-beta multi-strategy index. Just as unsurprisingly, the ‘bottom-up’ strategies produce the highest exposures. However, ‘top-down’ approaches deliver higher excess returns per unit of factor intensity – on average circa 25% more than ‘bottom-up’ strategies. The Sharpe ratios of portfolios that have been levered to achieve the highest factor intensity delivered by the ‘bottom-up’ approaches are consistently higher for ‘top-down’ strategies. These results clearly suggest that relative to multi-factor ‘top-down’ approaches, score-weighted strategies deliver their higher factor intensities in an inefficient way.

Figure 5 also assesses the instability of factor exposures. It is worth pointing out that the ‘bottom-up’ approach that produces the highest factor intensity also suffers the highest absolute and relative instability of this intensity. The intensity drift of the ‘bottom-up’ approaches is twice as high as for the ‘top-down’ approaches built with diversified high factor exposure indices. The ‘top-down’ approaches deliver higher excess returns per unit of factor intensity (5.40% on average) compared to that of ‘bottom-up’ portfolios (4.22%). This represents a 28% increase in excess returns per unit of factor intensity.

Conclusion

It appears that by ignoring the central tenet of modern portfolio theory to focus solely on increasing factor score intensity and by assuming strong relationships between security-level scores and performance, score-weighted approaches expose investors to risks that are unrelated to factors and for which no reward should be expected. We find that focusing solely on increasing factor intensity leads to inefficiency in capturing factor premia, as exposure to unrewarded risks more than offsets the benefits of increased factor scores. High factor scores in ‘bottom-up’ approaches also come with high instability and high turnover. We introduce an approach that considers cross-factor interactions in ‘top-down’ portfolios through an adjustment at the stock selection level. This approach, while producing lower factor intensity than ‘bottom-up’ methods, leads to higher levels of diversification and produces higher returns per unit of factor intensity. We find that it dominates ‘bottom-up’ approaches in terms of relative performance, while considerably reducing extreme relative losses and turnover.
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Harvesting Risk Premia in Equity and Bond Markets

Incorporate the latest research advances into your investment business

- Appreciate the post-crisis passive-active equity management controversy
- Understand the drawbacks of the popular equity strategy that combines a passively managed core portfolio with one of several actively managed satellite portfolios
- Find out about the dangers of naively optimised equity portfolios and the benefits of robust optimisation
- Discover how to address the challenges in implementing optimized portfolios, in particular, how to manage portfolio liquidity and turnover
- Develop an understanding of the concepts and tools for evaluating and implementing the new paradigm of equity strategies such as smart beta
- Measuring and managing systematic and specific risk of smart beta benchmarks
- Discover the many dimensions of putting factor investing into practice through the case-study approach (The Norway Model)
- Explore the rational and behavioural foundations of factor risk premia and portfolio choice
- Evaluate methods for efficiently harvesting risk premia in equity markets/fixed income markets
- Identify and control the various risks associated with a bond portfolio using factor models
- Learn how to control portfolio risk using interest rate and credit derivatives
- Understand the shortcomings of existing bond benchmarks and learn how a smart bond benchmark can be used as an alternative

For further information and registration, please contact Caroline Prévost, EDHEC-Risk Institute at: yalesom-eri@edhec-risk.com or on: +33 493 183 496.
Towards better infrastructure investment products?

Frederic Blanc-Brude, Director, EDHECinfra; Grace Chen, Senior Relationship Manager, EDHECinfra; Tim Whittaker, Associate Research Director, EDHECinfra

In a new paper sponsored by the Global Infrastructure Hub (a G20 Initiative), EDHECinfra presents the results of the first in-depth survey of institutional investors’ perceptions and expectations of infrastructure investment. It documents the reasons for investing in infrastructure and whether currently available investment products or strategies are helping investors meet these objectives. The findings provide a first step towards integrating infrastructure in long-term investment solutions. The survey reports the views of 184 individuals involved in infrastructure investment; half of them represent institutional investors or ‘asset owners’ (insurers, pension plans and sovereign wealth funds), one-third are infrastructure asset managers and the remainder are infrastructure investment specialists from multilateral development banks, rating agencies and consultancies.

In what follows, we summarise the findings of the survey and provide some elements for discussion and future research.

Investment beliefs

Key findings

The main findings on asset owners’ and managers’ investment beliefs are:

- There is wide disagreement among respondents about whether listed infrastructure equity or debt qualify as an asset class. However, unlisted infrastructure is widely considered to be a ‘unique’ asset class, both on the private debt and privately-held equity sides.
- Most respondents also believe that focusing on infrastructure investment only makes sense if it can be defined as an asset class, whereas a minority reports preferring to approach infrastructure as an investable bundle of factor exposures.
- Most respondents perceive infrastructure investment’s unique feature to be either its potential for portfolio diversification or for harvesting risk premia, whereas it is less frequently believed that infrastructure has unique interest rate or inflation-hedging properties.
- Investors and managers define infrastructure in terms of long-term contractual arrangements and monopoly regulation and acknowledge that industrial sectors are a much less informative way to categorise such investments. In the same spirit, the stability of long-term contracts and the role of counterparty risk are perceived to be the most important and unique characteristics of infrastructure firms (compared to other firms). Finally, ‘brownfield’ (existing) and ‘contracted’ infrastructure is reported to be the most attractive to investors, closely followed by brownfield regulated utilities.
- Expected returns follow a clear pattern determined by the ‘business model’ (contracted, merchant or regulated) and the lifecycle (greenfield or brownfield) of infrastructure firms, with greenfield merchant investments requiring higher returns than brownfield regulated and contracted infrastructure.
- Despite viewing infrastructure as characterised by stable long-term contracts and being most attractive once it has been built, most investors and their managers expect relatively high returns. A majority considers that infrastructure should not be ‘expensive’ and requires equity returns ranging from the high single digits to the low teens. Asset managers systematically report higher expected returns than asset owners.
- More than half of participating asset owners declare that they are investing in emerging markets or wish to, and that they are willing to increase their current allocation. SWFs and pensions plans are the most involved and willing types of investors investing or aiming to invest in emerging market infrastructure.
- The main reported reasons for expanding into emerging market infrastructure are higher returns and country risk diversification, while the main concerns of investors are public policy reversals and the enforceability of contractual claims.
- Required returns in emerging markets are higher but otherwise follow the same patterns as in OECD markets. However, the emerging market premium on returns varies for different types of infrastructure projects: investments in the contracted and regulated category command much higher spreads (above the OECD required returns), particularly at the brownfield stage, whereas emerging market merchant risk is perceived to be almost equivalent to OECD merchant risk.

From homogenous to heterogeneous beliefs

These results highlight the degree to which investors agree or disagree about what to expect from investing in infrastructure equity or debt. Infrastructure has long been considered difficult to define as an investment proposition because of the risk matrix proposed in Blanc-Brude, Hasan and Ismail (2014) and Blanc-Brude and Hasan (2015) for instance, by which systematic risk in infrastructure investment can in part be broken down according to a simple 3 × 2 matrix made up of three business models (contracted, merchant and regulated) and two key moments in the lifecycle of infrastructure projects (greenfield and brownfield).

A third dimension of the risk profile of infrastructure investments is country or jurisdiction risk, which is confirmed by the reported returns required by investors for emerging market infrastructure. Interestingly however, the 3 × 2 pattern described above is not changed by the addition of emerging market risk: relatively speaking, greenfield risk is still attracting higher returns than brownfield and contracted infrastructure but less than projects exposed to merchant risk.

However, the premium reported for taking emerging market risk is driven by considerations that are specific to these jurisdictions: the lower end of the risk spectrum in OECD infrastructure (brownfield contracted and regulated infrastructure) is what attracts the highest relative premium in emerging markets. This validates the focus on contracts as the determinants of the risk profile of infrastructure investments: the higher risks found in emerging markets spring from – respondents report – the quality of the contracting framework and the ability to enforce contractual claims.
Hence, the more infrastructure investments rely on contracts (when it belongs to the ‘contracted’ business model and in the long-term – ie, at the brownfield stage) the more they attract relatively higher risk premia in emerging markets.

While the asset pricing implications make sense, these results are also striking from a public policy perspective: countries that have a bad track record at respecting and enforcing contractual claims pay a significant premium on their privately-financed infrastructure – one that, in all likelihood, renders uneconomic many potential private investment projects in their jurisdictions. Beyond the homogeneity of investors’ beliefs in terms of the risk and returns components of infrastructure investments, survey results also highlight the heterogeneity of views around these fundamental building blocks. Different types of asset owners tend to report different preferences and views are also highly heterogeneous between individual investors of the same type.

That investors require a range of returns for comparable risk profiles (ie, within one family of infrastructure investments) is congruent with the notion that in incomplete markets, the law of one price does not apply and large bid/ask spreads remain. In this survey, the reported range of expected returns is wide, with similar risk profiles attracting return requirements ranging from less than 5% to more than 15%.

Finally, the fact that asset managers systematically report higher expected returns than asset owners can also be interpreted as a reflection of the agency issues found between investors (limited partners – LPs) and general partners (GPs) which we discuss at length below.

Products and objectives

Key findings

With respect to available investment options and the objectives pursued by asset owners investing in infrastructure, key findings of this survey include:

- The immense majority of asset owners are rather dissatisfied with existing infrastructure investment products;
- Fee levels is the first reason for this state of affairs and in second place is the absence of well-defined investment objectives of the various infrastructure funds and platforms;
- Even co-investment alongside managers or banks is considered by almost half of asset owners to be only a second best option, ie, they would rather have access to the investment products they need and want.
- The immense majority of asset owners consider the classic closed-ended private equity infrastructure fund model to be ‘outdated’ and ‘not adding value’;
- A majority of investors also declare that they are either ‘concerned’ or ‘very concerned’ about the accumulation of ‘dry powder’ in numerous infrastructure fund mandates, because it could lead to a deterioration of investment/underwriting standards, if not the creation of ‘Ponzi units’;
- Most respondents concur in saying that infrastructure investment only really makes sense as a long-term investment (10 years), and a majority declares itself willing to buy and hold infrastructure investments until maturity. Logically, but perhaps surprisingly, most investors report not being particularly concerned by the absence of liquidity of such investments;
- Most investors declare that they prefer to invest in privately-held infrastructure debt or equity – as opposed to public stocks or bonds – but they are evenly divided between those who prefer direct investment and those who would rather delegate to a manager.

Overall, the objectives pursued through infrastructure by the majority of investors are linked to improving diversification and achieving higher performance. Other objectives that are intuitively associated with infrastructure investing such as hedging inflation or interest risk are less prominent in the set of objectives currently being pursued. However they are among the highest-ranked objectives that investors would like to be able to achieve through infrastructure investing (along with stable cash flows and illiquidity premia).

Market failure?

Combined with the most recent reports on infrastructure fund raising – which is at historic lows – these results reveal something like a quandary: at least half of investors would like to invest through a manager but the immense majority of them complain that existing products are too expensive and not designed to help them achieve the objectives currently being pursued. In the next section, more than half of them do not even trust the performance metrics reported by infrastructure asset managers.

The market to provide access to infrastructure investment products is large and growing, and the number of asset managers active in this space is also significant. It can be surprising that competition between GPs for the attention of LPs does not lead to a more aggressive levelling of fees or the design of different types of infrastructure funds. In effect, a small number of asset managers do offer longer, less aggressive and less expensive infrastructure funds than the mainstream infrastructure PE funds, but they represent a minority of the total fundraising.

Why do asset owners continue to invest in infrastructure funds that 80% of them consider to be ‘outdated and not adding value’?

When institutions allowing market participants to trade without restriction on prices or volumes are in place and the expected benefits of competition fail to materialise, the market mechanism is not satisfied with the result. In effect, it can be argued that the market for delegated investment management in the infrastructure sector is at least partly failing to create the kind of products that investors need, let alone their preferences.

Next, we discuss why a market can be stuck in a suboptimal equilibrium, in which investors only have access to inadequate and expensive products.

The market for investment management services is characterised by different types of service providers (in this case, infrastructure asset managers): these managers can be more or less capable – that is, more or less able to select and manage diversified debt and equity investments to build a portfolio that has certain characteristics of interest to asset owners.

The different types of managers can also be distributed more or less evenly: for instance there could be a few capable managers and many less capable ones.

Asset owners who need to choose an infrastructure asset manager are then faced with a major problem: they do not know which one is the capable one and which ones are not. They are said to be facing the problem of adverse selection.

Next, say that asset managers also have the option of making a certain effort to create the kind of infrastructure investment product that investors would prefer. This effort is costly to the manager but it leads to the creation of better products, eg, better-defined duration and risk factor exposures. Hence, investors are also faced with a case of moral hazard: they need to create incentives to induce asset managers to exert a costly effort to deliver the kind of products that best use the characteristics of their assets to achieve their investment objectives.

If the capable managers do make this effort and propose better investment products, investors can choose the products they need and maximise their long-term utility. If the less capable asset managers made the same costly effort, they would go out of business and be forced to exit the market.

With perfect information about manager type and what investment products can be created by investing in infrastructure, competition would work as expected: investors would require the products that are best suited to their needs and the capable managers would provide them, and competition in the market would be limited to the capable types.

The difficulty arises from the absence of information (eg, benchmarking) for asset owners, who do not know exactly what infrastructure investing can do for them and cannot easily discriminate between different types of managers.

Without perfect information however (the asset owners will have no knowledge of the managers’ type), capable managers can simply mimic the less capable ones, make no costly effort to design better investment products and provide the same ‘outdated’ products like any other providers. Without perfect market knowledge, the absence of competition, but the tendency for all managers to ‘pool together’ and behave like the least capable ones.

The presence of asymmetric information between buyers and sellers affects the functioning of markets and can lead to market failure: either the absence of trade (investors exit the market and decide to internalise infrastructure investment – ie, the so-called Canadian model) or a very suboptimal trade characterised by the pooling of manager types (all managers provide the same products). In the latter case, asset owners buy investment products that are not what they need and at a high price given the utility they derive. While the more capable managers tend to offer standardised, relatively inadequate products, while they could achieve a greater market share by offering advanced investment solutions.

Next, we discuss both cases in more detail.

The costs of rejecting delegation

Faced with the kind of market failure described above, a first group of participants chooses to accept the suboptimal products and to exit and address aggregate market inefficiencies by internalising the investment function, in this case by building up internal capability to source and execute infrastructure transactions, manage infrastructure firms throughout their lifecycle and receive the benefits of direct control, asset selection and transaction timing, including – as the majority of survey respondents declared – the option to hold investments to maturity.

Borrowing from the vocabulary of behavioural studies in the retail pension sector, these do-it-yourself investors also tend to be the most ‘engaged’ and sophisticated ones, whereas others, probably smaller investors, for whom infrastructure may be a much lower utility, can be described as ‘passive’.1

For engaged investors to be better off fol-

1. Still, it is also possible for large direct investors in infrastructure to retreat from the DIY approach and to return to managed infrastructure mandates. The Victoria Fund Management Corporation is one such recent example.
lowing the DIY approach than delegating to a specialist manager, they must be able to deliver results which are at least as good as those products provided by the best managers in the market (net of costs).

The net benefits from choosing direct investing are thus determined by three factors:

- **Investment costs:** with limited effects of competition between managers on fees, some asset owners have come to the conclusion that internalising infrastructure investment can be worthwhile. Nevertheless, a fully-fledged infrastructure team is only available to large investors. Such teams may also encounter their ‘lifecycle’ issues as investors buy infrastructure firms (transaction structuring and execution) and operate them on a buy-to-hold basis (asset management), the required skill-set must change over time. It is also possible that some asset owners will be unwilling to create, expand, and manage a new team when they are only interested in a short-term mimicking the less capable type, or preferring forgoing diversification benefits in favour of a more concentrated, internally-managed portfolio.

- **Diversification benefits:** building a direct portfolio of infrastructure assets is a long-term goal in itself. The recent experience of some Australian or Canadian investors suggests that it can take at least 10 to 15 years. Even so, the resulting portfolio of 20 to 25 investments is unlikely to be well diversified and may even include very concentrated exposures (ie, a few very large firms). Of course, the main diversification benefits of infrastructure investment accrue to the portfolio as a whole, as survey responses suggest, but less diversification of the infrastructure portfolio itself can be considered a straight loss. In principle, investors should be able to diversify better by investing across a range of infrastructure funds, themselves exposed to a range infrastructure business models, lifecycle stages and jurisdictions. The extent of the failure of the market for delegated investment in infrastructure is highlighted by this fact: a growing number of asset owners and managers are simply re-created internally between the strategic asset allocation level and the investment level.

- **Portfolio construction:** Against these costs (fees and lower diversification) investors expect benefits that are themselves dependent on what portfolio of infrastructure assets each one of them can build. Different investors have different objectives and liability profiles which cannot be assessed fully under control ever the investment process may allow asset owners to build infrastructure portfolios that are more in line with their objectives. However, if a well-functioning market for investment delegation led to the creation of better-defined investment products using infrastructure debt and equity to target a given set of financial metrics, the potential contribution of such products may outweigh the benefits of control on asset selection and infrastructure portfolio construction.

Thus, the net benefits of internalising long-term investment in infrastructure are not self-evident even if the possibility to improve investment products is taken into account. These issues hinge around the absence of sufficient information about what can be achieved through infrastructure investment and who can commit to achieving such goals.

### Market solutions: benchmarking and signalling

Why are the more capable infrastructure asset managers not offering different products to the classic two-and-twenty, closed ended PE funds? In the classic adverse selection model, the more capable type of manager is simply better off in the short term mimicking the less capable type, and making no costly effort to deliver a better service.

But it can also be the case that the most competent managers would be better off providing more advanced products (they would gain market share) but cannot effectively articulate and demonstrate the added-value they could create by designing different forms of infrastructure investment products.

If information asymmetry is too strong then what might be achievable through new forms of infrastructure investment products may be very challenging to communicate effectively to asset owners, who remain faced with the Scylla of DIY investing and the Charybdis of infrastructure PE funds.

There are however solutions to minimise the effect of information asymmetry in market dynamics. To avoid the pooling of managers, market participants can create ‘sorting devices’ (Spence [1973]; Rothschild and Stiglitz [1992]) or ‘revelation mechanisms’ (Laffont and Martimort [2002]) to facilitate the processing of information from uninformed to informed participants.

The more capable asset managers may also try to signal their ability to create better products to asset owners through various devices (eg, certification schemes).

In economics, this problem is typically modelled as a market with adverse selection and competitive search, where some agents post terms of trade (contractual terms) and others aim to screen the other side of the trade by agent type (see for example, Guerrieri, Shimer, and Wright [2010]). In such models, the informed side of the trade (here the asset manager) can move first and signal to the market what terms they can offer, or the uninformed side can move first and request a bid for a given ‘menu of contracts’.

In other words, either asset owners could consider bids in an auction for a limited number of well-defined investment products, or asset managers could choose to highlight the different products that are available through the kind of performance reporting standard, valuation approaches and performance benchmarks that we discuss next.

#### Benchmarking

**Key findings**

On the topic of benchmarking the performance of infrastructure investments, the main findings of the survey are:

- Investors’ current use of benchmarks for their infrastructure investments is as likely to be relative or absolute, nominal or real, or relative to a market or a macroeconomic index. There is no clear market practice;

- In fact, the immense majority of investors and managers agree that currently available benchmarks are inadequate and that proper infrastructure investment benchmarks do just not exist (figure 1);

- Survey respondents confirm that risk metrics in particular are not documented and that valuations are sufficiently problematic to cast doubt on any market practice. More than half of asset owners reckon that they either do not trust or do not know if they can trust the valuations reported by the infrastructure asset managers.

#### Towards better benchmarks

**Roadmap and recent progress**

In June 2014, Blanc-Brude (2014) put forward a roadmap for the development of infrastructure investment benchmarks. This roadmap integrates the question of data collection upfront, including the requirement to collect information known to exist in a reasonably standardised format and limited to what is necessary to implement robust asset pricing and risk models.

It puts forward the following steps:

- Defining the relevant instruments;

- Developing a relevant asset pricing framework;

- Defining the necessary data;

- Building a global database of cash flows and investment characteristics;

- Building reference portfolios of infrastructure equity and debt.

The implementation of this roadmap is described in detail in Blanc-Brude (2014) and recent progress in Blanc-Brude et al (2016).

Defining infrastructure investments from a financial perspective, the only relevant perspective to build investment benchmarks, is a necessary first step. As the results of this survey and the recently proposed definition put forward by the European regulator for pension plans and insurance companies suggest, defining infrastructure investment from an investment perspective has progressed considerably. The growing consensus reflected in this survey around the limited role of industrial sector categories in explaining and predicting performance, and the much more significant role played by contracts and by different infrastructure ‘business models’ such as ‘merchant’ or ‘contracted’ infrastructure, or various forms of utility regulation, is encouraging.

Once the financial instruments that correspond to infrastructure investment are usefully defined, the second necessary step is to design a performance and risk measurement framework that can provide robust answers to the questions identified above. Again, our survey responses confirm the urgent need to improve the current methodologies to evaluate private assets given the increasingly important they play in investors’ portfolios.

Privately-held, infrastructure equity and debt instruments are not traded frequently and cannot be expected to be fully ‘spanned’ by a combination of public securities. Hence, they are unlikely to have unique prices that all investors will use at any one point in time.
A two-step approach to measuring performance is therefore necessary:
- Documenting cash flow distributions (debt service and dividends) to address the fundamental problem of unreliable or insufficiently reported NAVs or losses given default (LGDs);
- Estimating the relevant (term structure of) discount rates, or required rates of returns, and their evolution in time.

Here too, progress has been made and recent research provides insight into addressing both steps, taking into account the availability of data, while applying best-in-class models of financial performance measurement (see for example Blanc-Brude, Hasan and Ismail [2014]; Blanc-Brude and Hasan [2015] for applications to the private debt and equity case).

Based on this new asset pricing and risk measurement technology, a list of data items required to implement adequate methodologies can be drawn up that can be used to collect data and populate the necessary database but also to determine a minimal reporting framework for investors to require from infrastructure managers. These data collection requirements are described in Blanc-Brude et al (2016).

The active collection of the necessary data and publication of the relevant investment benchmarks has begun to be implemented with the creation of the EDHEC Infrastructure Institute in Singapore in February 2016 and is planned to take place incrementally until 2020 and beyond.

**Benchmarking as signalling**

In this survey and in others before, asset owners highlight high fees, insufficient performance reporting and inadequate valuation methods as some of the main issues found in delegated private investment.

In recent years, however, asset owners have begun to question the level of investment fees and to achieve substantial reductions in the overall level of investment management fees, through self-organisation as well as with the help of the regulator.

As we argued above, high fees are only the result of the information asymmetry that exists between asset owners and managers. The crux of the matter hinges around reported valuations. The valuation of private assets is the primary source of information asymmetry between managers and asset owners. Hence, with the argument to lower fees gradually being won by LPs, the next big issue to open for review is asset valuation (figure 3).

Private asset valuation has long suffered from numerous flaws, in particular the classic stale asset pricing problem and the corollary smoothing of asset returns (see Blanc-Brude and Hasan [2015] for a review of the literature on the subject applied to infrastructure). As we suggested above, a number of technical improvements are possible that allow better measurements of risk-adjusted performance in private infrastructure investments. In due course, further development in applied academic research will allow for even more robust and advanced methods to be implemented.

The matter of reporting adequate performance data and applying state-of-the-art valuation methodologies is also relevant to the sorting mechanisms’ or ‘signalling’ that we discussed above when suggesting solutions to the market failures found in delegated investment management. When information asymmetries are so significant that asset owners cannot know which managers are the capable or the less capable ones, they could require managers to adopt a certain reporting framework and to implement advanced valuation methods to make the more competent managers ‘reveal their type’. Likewise, individual managers could offer to adopt an equivalent reporting and valuation framework to make asset owners aware of their type.

Once the more capable managers have agreed to reveal their type or have been identified by asset owners, it becomes possible for the latter to require that they exert the kind of effort that should lead to the creation of better investment products. Note that revealing their types for the better managers is not free and that – in the standard solution to the principal agent problem with adverse selection and moral hazard – the incentive compatible contract between the client and the service provider requires that a premium be paid to the agent of the desirable type. However, the net (after fee) benefits to asset owners should now be much higher (if not, then internalisation – the DIY option – remains the preferred route).

Beyond type revelation or discovery, the last missing element in the relationship between principal and agent is for asset owners to actually know what to ask the better managers to do for them through infrastructure investment. Infrastructure investment benchmarks are at the heart of this issue: with fully-fledged benchmarks, what is achievable for investors through infrastructure investment can be known (eg, what combination of factor exposures infrastructure investment can create) and only then can asset owners request their managers to build infrastructure portfolios for them that are fully integrated into a long-term investment solution for them.

In effect, private infrastructure investment benchmarks can improve most issues of information asymmetry between investors and managers since they can be used both to determine what investors should require and to signal what managers can or cannot deliver.

**ESG**

**Key findings**

Regarding the environmental, social and governance impact of infrastructure investment, asset owners’ responses suggest that:
- Investors acknowledge the relevance of ESG considerations but a majority considers ESG to be a second-order problem – i.e., one that does not trump first-order questions like strategic asset allocation (figure 4);
- Nevertheless, 17% of owners consider ESG to be a first-order question;
- Most respondents also expect ESG to be positively related to investment returns.

**Does ESG mean more or less risk?**

Institutional investors all have well-defined mandates to, for example, ensure the delivery of pension benefits, the solvency of insurance schemes or the preservation of national wealth. Respecting these different mandates means achieving a series of nominal or real wealth objectives at certain horizons and preserving the funding level (liabilities versus assets) of each institution at each point in time. In other words, it means focusing on risk-adjusted financial performance, which is, in turn, the result of strategic asset allocation decisions. This is every asset owner’s first-order problem.
Looking for a listed infrastructure asset class

Frédéric Blanc-Brude, Director, EDHECinfra; Tim Whittaker, Associate Research Director, EDHECinfra; Simon Wilde, Research Associate, EDHECinfra;

In a new EDHECinfra paper, we ask the question: does focusing on listed infrastructure stocks create diversification benefits previously unavailable to large investors already active in public markets? This question arises from what we call the “infrastructure investment narrative” (Blanc-Brude 2013), a set of investment beliefs commonly held by investors about the investment characteristics of infrastructure assets.

According to this narrative, the ‘infrastructure asset class’ is less exposed to the business cycle because of the low price-elasticity of infrastructure services. Furthermore, the value of the expected future returns is mostly determined by income streams extending far into the future, and should thus be less impacted by current events.

According to this intuition, listed infrastructure may provide diversification benefits to investors since it is expected to exhibit low return covariance with other financial assets. In other words, listed infrastructure is expected to be willing to forgo some level of performance or, perhaps more simply, the recent drive towards ESG could be seen as part of a broader increase in investor risk appetite in a low yield environment.

We ask whether focusing on listed infrastructure stocks creates diversification benefits previously unavailable to large investors that are already active in public markets. This would mean that listed infrastructure is expected to exhibit sufficiently unique characteristics to be considered an ‘asset class’ in its own right.

We conclude that in general, what is typically referred to as listed infrastructure, defined by SIC code and industrial sector, is not an asset class or a unique combination of market factors, but instead cannot be persistently distinguished from existing exposures in investors’ portfolios, and that expecting the emergence of a new or unique ‘infrastructure asset class’ by focusing on public equities selected on the basis of industrial sectors is misguided.

Asset owners and managers who use the common ‘listed infrastructure’ proxies to benchmark private infrastructure investments are either misrepresenting (probably over-estimating) the beta of private infrastructure, and usually have to include various ‘add-ons’ to such approaches, making them completely ad hoc and unscientific.

By defining infrastructure according to the relationship-specific and contractual nature of the infrastructure business, we find that listed infrastructure may help identify exposures that have at least the potential to persistently improve portfolio diversification on a total return basis.
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Exhibit sufficiently unique characteristics to be considered an ‘asset class’ in its own right. Empirically, there are at least three reasons why this view requires further examination:

1. Most existing research on infrastructure has used public equity markets to infer findings for the whole infrastructure investment universe, but robust and conclusive evidence is not forthcoming in existing papers;
2. Index providers have created dedicated indices focusing on this theme and a number of active managers propose to invest in ‘listed infrastructure’ arguing that it does indeed constitute a unique asset class;
3. Listed infrastructure stocks are often used by investors to proxy investments in privately held (unlisted) infrastructure equity, but the adequacy of such proxies remains untested.

The existence of a distinctive listed infrastructure effect in investors’ portfolios would support these views. In the negative, if this effect cannot be found, there is little to expect from listed infrastructure equity from an asset allocation (risk/reward optimisation) perspective and maybe even less to learn from public markets about the expected performance of unlisted infrastructure investments.

There is no listed infrastructure asset class

We test the impact of adding 22 different proxies for ‘listed infrastructure’ to the portfolio of a well-diversified investor using mean-variance spanning tests. We focus on three definitions of ‘listed infrastructure’ as an asset selection scheme:

1. ‘A naïve’, rule-based filtering of stocks based on industrial sector classifications and percentage income generated from predefined infrastructure sectors (nine proxies);
2. Existing listed infrastructure indices designed and maintained by index providers (12 proxies);
3. A basket of stocks offering a pure exposure to several hundred underlying projects that correspond to a well-known form of infrastructure investment defined – in contrast with the two previous cases – in terms of long-term public-private contracts, not industrial sectors (one proxy).

Employing the mean-variance spanning tests originally described by Huberman and Kandel (1987) and Kan and Zhou (2012), we test the diversification benefits of these proxies for the listed infrastructure effect.

Some stylised findings include:

1. Our 22 tests of listed infrastructure reveal little to no robust evidence of a ‘listed infrastructure asset class’ that was not already spanned by a combination of capital market instruments over the past 15 years in global, US and UK markets.
2. We show that defining infrastructure investments as a series of industrial sectors and/or tangible assets is fundamentally misleading. We find that such asset selection schemes do not create diversification benefits, whether reference portfolios are structured by traditional asset classes or factor exposures.

Overall, we do not find persistent evidence to support the claims that listed infrastructure is an asset class. In other words, any ‘listed infrastructure’ effect was already spanned by a combination of capital market instruments over the past 15 years in global, US and UK markets.

We conclude that in general, what is typically referred to as listed infrastructure, defined by SIC code and industrial sector, is not an asset class or a unique combination of market factors, but instead cannot be persistently distinguished from existing exposures in investors’ portfolios, and that expecting the emergence of a new or unique ‘infrastructure asset class’ by focusing on public equities selected on the basis of industrial sectors is misguided.

Figure 2 provides an illustration of these results in the case of the FTSE Macquarie Listed Infrastructure Index for the US market.

Thus, asset owners and managers who use the common ‘listed infrastructure’ proxies to benchmark private infrastructure investments are either misrepresenting (probably overestimating) the beta of private infrastructure, and usually have to include various ‘add-ons’ to such approaches, making them completely ad hoc and unscientific.

Defining infrastructure differently

Our tests also tentatively suggest a more promising avenue to ‘find infrastructure’ in the public equity space: focusing on underlying contractual or governance structures that tend to maximise dividend payout and pay dividends with great regularity, such as the public-private partnerships (PPPs) or master limited partnerships (MLPs) models, we find that the mean-variance frontier of a reference investor can be improved.

The answer to our initial question this partly depends on how infrastructure is defined and understood as an asset selection scheme.

2. Asset class and factor-based reference

Under our third definition of infrastructure, which focuses on the relationship-specific.
and contractual nature of the infrastructure business, we find that listed infrastructure may help identify exposures that have at least the potential to persistently improve portfolio diversification on a total return basis. This effect is driven by the regularity and size of dividend payouts compared to other corporations, infrastructure or not.

What determines this ability to deliver regular and high dividend payouts is the contractual and governance structure of the underlying businesses, not their belonging to a given industrial sector. Bundles of PPP project companies or MLPs behave differently than regular corporations – ie, their ability to retain and control the free cash flow of the firm is limited and they tend to make large equity payouts. In the case of PPP firms, as Blanc-Brude, Hasan, and Whit-taker (2016) show, they also pay dividends with much greater probability than other firms.

In other words, going beyond sector exposures and focusing on the underlying business model of the firm is more likely to reveal a unique combination of underlying risk factors. However, it must be noted that the relatively low aggregate market capitalisation of listed entities offering a ‘clean’ exposure to infrastructure ‘business models’ as opposed to ‘infrastructure corporates’ may limit the ability of investors to enjoy these potential benefits unless the far larger unlisted infrastructure fund universe has similar characteristics.

Future work by EDHECinfra aims to answer these questions in the years to come.
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